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Introduction

Nowadays, along with the rapid development of the microelectronic tech-

nology, the demand of telecommunication users no longer makes a call, but

changes to entertainment needs on mobile devices everywhere. In order to

meet this demand, telecommunication designers and researchers must look for

technical solutions to build wireless telecommunication networks which offer

higher data transfer rates, better service qualities and larger network capac-

ities. Over the years of research and development, Multiple-Input Multiple-

Output (MIMO) wireless systems have emerged as the most promising tech-

nology to meet these requirements. In a MIMO system, multiple antennas at

both transmitter and receiver are deployed to exploit multipath propagation.

The main idea of the MIMO system is that the signals are transmitted over

the spatial domain of the transmit antennas and the receive antennas and

are combined in a method to produce the parallel multipath tranmission effi-

ciency. Therefore, it can increase the transmission rate or the diversity order

to improve the system performance, expressed by the Bit Error Rate (BER).

Exploited the multiplexing gain, Spatial Division Multiplexing (SDM) sys-

tems split a high-rate signal into multiple lower-rate streams and simulta-

neously transmit these streams through the transmit antennas in the same

frequency channel. The number of parallel data streams is less than or equal

to the number of transmit or receive antennas. The SDM main advantages

1
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are channel capacity increase without requiring bandwidth expansion and no

Channel State Information (CSI) at the transmitter. However, since parallel

data streams are transmitted in the same frequency channel, it requires Inter-

Antenna Synchronization (IAS) at the transmitter and creates Inter-Channel

Interference (ICI) at the receiver. In addition, owing to the streamlining prin-

ciple of the SDM system, the transmitter is only a signal divider, the system

research focusses on the design of signal detection algorithms having good per-

formance and low complexity at the receiver. Because of the simple structure,

the linear detectors such as the Zero-Forcing (ZF) and MinimumMean Square

Error (MMSE) detectors could be first considered in the SDM system. How-

ever, these detectors’ performances are quite low. Consequently, Succesive

Interference Cancellation (SIC) [1], [9], [22], [71]-[73] or Parallel Interference

Cancellation (PIC) [53], [75] detectors were devised to improve detection per-

formance. The Vertical Bell Labs Layered Space Time (VBLAST) detector

[71] is a typical one in the SDM scheme. Theoretically, this detector fulfills

a combination of ZF or MMSE detection algorithms and the succesive inter-

ference cancellation approach to improve detection performance and reduce

the computational complexity. At each iteration, the signal of each layer is

separated and estimated in turn. Then, the newly estimated signal is used to

suppress its effect on the remaining layers. Although the VBLAST detector

has better performance than the linear ones, its performance is still far away

compared with that of the Maximum Likelihood (ML) detection algorithm.

Therefore, a sub-optimal SDM detector, having better performance, needs

to be researched and developed. As a result, the Sphere Decoder (SD) algo-

rithm was proposed in [51], [52] and was first applied by Viterbo et. al in the
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MIMO system. The SD detector obtains an equivalent detection efficiency

as the ML one while its complexity has been proven to be far less than that

of the ML [66].

Differently from the SDM technique, the Space Time Codes (STC) ex-

ploit the maximum diversity gain to improve the MIMO system reliability

by sending transmitted signal replicas by time and space [60], [63]. In many

proposed STCs, the Orthogonal Space Time Block Codes (OSTBC) [61] are

the most noticeable because of simple design structure at the transmitter and

low decoding complexity at the receiver. However, most STCs are limited in

coding rates compared with the SDM technique [32] or satisfy the coding rate

condition, in which these codes have high decoding complexity [4].

In [41], Mesleh et. al proposed a Spatial Modulation (SM) technique to

take the MIMO advantages and overcome the existing MIMO challenges. This

technique is developed to reduce the complexity, energy efficiency and cost of

multiple-antenna systems without decreasing the system performance while

it still exploits the multiplexing gain. In a MIMO-SM system, the transmitter

activates one of the nT transmit antennas at each symbol period and trans-

mits a modulated signal ofM -ary Quadrature Amplitude modulation (QAM)

or Phase Shift Keying (PSK) [42]. The transmited information includes the

modulated symbol and the index (or position) of the transmit antenna that is

activated to transmit this symbol. Therefore, the ICI effect at the receiver and

the IAS requirement at the transmiter, as faced by the SDM and other STC

systems, are completely avoided in the MIMO-SM system. Furthermore, be-

cause of only one data stream, a low complexity ML detector is implemented

at the MIMO-SM receiver [29]. A Space Shift Keying (SSK) scheme [30], a
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special version of the SM, only conveys information bits by the antenna po-

sitions. Nevertheless, both the SM and the SSK schemes only have receive

diversity and the spectral efficiencies of two schemes are limited because it de-

pends on the logarithm function base 2 of nT transmit antennas, i.e., log2nT .

A Generalized SM (GSM) scheme, proposed by Wang et. al in [69], improves

the SM spectral efficiency by simultaneously activating two or more transmit

antennas. Meanwhile, by creating a set of Spatial Constellation (SC) vectors,

Nguyen et. al proposed a High Rate Spatial Modulation (HRSM) scheme [46]

whose spectral efficiency is linearly proportional to the number of transmit

antennas. In addition, an optimal ML detection algorithm was proposed for

the HRSM receiver. However, both of the GSM and the HRSM schemes are

lack of transmit diversity.

Many techniques have been proposed to obtain diversity gain for the SM

system [14], [16]. Recently, Basar et. al proposed a Space Time Block Coded

Spatial Modulation (STBC-SM) technique [5] by combining the SM one with

an Alamouti STBC [2]. The STBC-SM technique not only obtains the second-

order transmit diversity and but also offers higher spectral efficiency than the

SM one. Based on Basar’s idea, the authors proposed a Spatially Modulated

Orthogonal Space Time Block Coding (SM-OSTBC) scheme [35] for MIMO

systems equipped with more than four transmit antennas. In the SM-OSTBC

system, the amount of data information is conveyed not only by an Alamouti

STBC but also by a set of SC matrices. Thus, the spatial spectral efficiency of

the SM-OSTBC technique is higher than that of the STBC-SM one. Besides,

different from optimizing the rotation angle in the STBC-SM scheme, the set

of the SC matrices is simply designed in the SM-OSTBC one. Overcoming
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the disadvantage of the SM-OSTBC scheme, Wang et. al proposed a Spatially

Modulated Diagonal Space Time Code (SM-DC) scheme [70] that is flexibly

used for MIMO systems where the number of transmit antennas is equal

or less than four. The SM-DC technique attains the second-order transmit

diversity. Furthermore, different from other MIMO-SM schemes, the SM-DC

one is implemented the SD detection algorithm to reduce the computational

complexity of the detection process.

From some above mentioned works, it can be seen that a new MIMO-

SM system giving high spectral efficiency and the transmit diversity by a

combination of the SM technique and the STC one is a promising research

trend. In addition, another trend is to propose several sub-optimal detec-

tors for MIMO-SM systems to decrease the computational complexity at the

MIMO-SM receiver and also investigates tighter theoretical Bit Error Proba-

bility (BEP) bounds in the high Signal-to-Noise Ratio (SNR) region. For this

reason, I have selected and performed the thesis “Research on Combined SM

and STBC for MIMO Channels”. The successful implementation of the thesis

not only theoretically contributes to MIMO-SM systems but also builds basic

background for the application of these systems in the next generation com-

munication networks. Besides, the research and development of sub-optimal

low-complexity detectors for the MIMO-SM systems also partially contributes

to the design, implementation and application of these systems in real life.

2. The thesis research objectives

• Designing new MIMO-SM transmission techniques, obtaining the trans-

mit diversity and having higher spectral efficiency than the existing
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MIMO-SM ones by combining the STCs and the SM technique;

• Proposing optimal and sub-optimal low-complexity detection algorithms

for the existing and proposed MIMO-SM systems.

3. The thesis research scope

• Theoretical studies of wireless communication channels such as channel

characteristics, fading types and the solutions where the slow quasi-static

Rayleigh flat fading is significantly considered, the existing point-to-point

MIMO transmission systems;

• Investigating the detection algorithms in MIMO schemes such as ZF,

MMSE, VBLAST, SQRD, and SD;

• Studying the SM technique and the STBC;

4. The thesis methodology

The thesis combines analytical methods and the Monte-Carlo simulation,

specifically

• The analytical methods are used to establish the signal detection com-

plexity at the MIMO-SM receiver and are derived the system bit error

probability upper bound;

• The Monte-Carlo simulation is applied to evaluate and present the system

performance figures where all systems are compared in a MIMO configu-

ration at the same spectral efficiency over the quasi-static Rayleigh fading

channel and the modulated symbols are mapped by the Gray code.

5. The thesis contribution

The major contributions of the thesis are summarized as follows
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1. Based on sub-optimal detection algorithms of the SDM systems, sev-

eral low-complexity modified detection algorithms are proposed for the

HRSM scheme. In addition, a tighter theoretical BEP upper bound in

the high SNR region for the HRSM one, ulitized theM -QAM technique,

is derived;

2. A new SM scheme, called Spatially Modulated Space Time Block Cod-

ing (DT-SM), for MIMO systems having more than four transmit anten-

nas is proposed by combining the SM technique and the Double Space

Time Transmit Diversity (DSTTD). The DT-SM scheme attains the

second-order transmit diversity and high spectral efficiency and has a

low-complexity detection algorithm at its receiver;

3. A new SM scheme, called Diagonal Space Time Block Coded Spatial

Modulation (DS-SM), is proposed by integrating the SM technique and

the Diagonal Space Time Block Code (DSTBC). The DS-SM scheme

obtains the fourth-order transmit diversity and has a reasonable compu-

tational complexity at the receiver.

6. Thesis structure

The thesis is organized in four chapters as follows

• Chapter 1: BACKGROUND OF THE SPATIAL MODULATION AND

SPACE TIME CODES

The chapter content summarizes the basic knowledge related to the spa-

tial modulation technique, the space time codes as well as the research

background of MIMO-SM systems.

• Chapter 2: LOW COMPLEXITY DETECTION ALGORITHMS AND
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A NEW THEORETICAL UPPER BOUND FOR THE HIGH RATE

SPATIAL MODULATION SCHEME

In this chapter, several detection algorithms for the high rate spatial

modulation scheme are proposed. In addition, the computational com-

plexities and the simulation results of these detectors are analyzed and

compared. Finally, in order to exactly analyze the high rate spatial mod-

ulation scheme performance, a tighter new, theoretical BEP upper bound

is derived for this scheme utilized the M -QAM technique.

• Chapter 3: A NEW MIMO-SM SCHEME ACHIEVING HIGH SPEC-

TRAL EFICIENCY

This chapter presents a new spatial modulation scheme, called Double

Space Time Coded Spatial Modulation (DT-SM). The DT-SM one not

only achieves good performance but also has high spectral efficiency. Be-

sides, a general procedure of spatial constellation matrices for MIMO

systems, having the number of transmit antennas greater than 5, is pre-

sented in this chapter. Later, a theoretical BEP upper bound for the

DT-SM scheme under the correlated quasi-static Rayleigh fading chan-

nel is derived. In addition, in order to decrease the DT-SM computational

complexity, a low-complexity modified Schnorr-Euchner sphere decoding

algorithm is proposed. The DT-SM complexity is analyzed and compared

with that of the existing MIMO-SM schemes. The simulation results show

that the DT-SM scheme outperforms the existing MIMO and MIMO-SM

ones and especially this scheme still performs roburstly when the spatial

correlation effect occurs.
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• Chapter 4: A NEW MIMO-SM SCHEME ACHIEVING HIGH ORDER

TRANSMIT DIVERSITY

The chapter content presents a Diagonal Space Time Block Coded Spa-

tial Modulation (DS-SM) scheme obtaining the fourth order transmit

diversity. In addition, a general procedure of spatial constellation ma-

trices for MIMO systems, having the even number of transmit antennas

greater than four, is proposed. The simulation results show that the DS-

SM scheme achieves better performance than the existing MIMO-SM

schemes when these schemes are equipped with the small number of re-

ceive antennas. The DS-SM performance is verified by the theoretical

BEP upper bound. Furthermore, the complexity analysis shows that the

DS-SM scheme has a reasonable computational complexity at its receiver.

Finally, the DS-SM scheme is demonstrated to robustly operate when the

spatial correlation effect occurs at the transmitter and receiver.



Chapter 1

BACKGROUND OF THE SPATIAL MODULATION AND
SPACE TIME CODES

1.1. The spatial modulation technique

After more than a decade of research and development, the MIMO have

recently been adopted in many wireless communication standards such as

IEEE 802.11n, WiMAX, or Long Term Evolution (LTE). Multiple antennas in

the MIMO systems are deployed to exploit multiplexing, diversity or antenna

gains. Nevertheless, multiple antenna deployment in the MIMO systems has

encountered the difficulties in cost and complexity [19], specifically

• The Inter-Channel Interference (ICI) at the MIMO receivers happens be-

cause the symbols in the MIMO systems are simultaneously transmitted

from different transmit antennas at the same frequency channel;

• The Inter-Antenna Synchronization (IAS) at the MIMO transmitters as

all transmit antennas are operated at the same time;

• Multiple Radio Frequency (RF) chains, corresponding to the number of

transmit antennas, which are implemented to simultaneously transmit all

signals. The multiple RF chain implementation leads to increase in the

deployment cost and energy comsumption of the MIMO systems [26].

In addition, the MIMO systems are difficult to deploy for the radio down-

link when the multiple antenna placement on a hand-held device is limited

10
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due to the compact size of the device. These are the major barriers that must

be overcome by telecommunication operators when deploying the MIMO sys-

tems in practice. Therefore, a new technique needs to be developed to exploit

the MIMO system advantages as well as overcome the existing challenges.

Mesleh et. al [41] proposed a Spatial Modulation (SM) technique to solve the

MIMO system problems. The SM technique is developed with the goal of

reducing the MIMO system cost and complexity while ensuring the system

performance as well as achieving the high transmission rate. With a simple

coding and modulation scheme, the SM technique allows not only to design

a low-complexity transmiter and receiver but also to obtain high spectral

efficiency as given

• Only one transmit antenna is activated to convey data at each symbol

period. Therefore, the SM technique completely eliminates the ICI at

its receiver and does not require synchronization among the number of

transmit antennas. The SM transmitter design and deployment are very

simply because of just one RF chain implementation [44]. Furthermore,

the low-complexity ML detection algorithm can be implemented at the

SM receiver [29];

• The indices of the transmit antennas are considered an extended infor-

mation source through a one-to-one mapping between information bits

and the transmit antenna positions. Thus, the SM technique attains the

multiplexing gain compared with the conventional Single-Input Single-

Output (SISO) one.
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1.1.1. The spatial modulation principle

In the SM transmiter, each block of data bits is splitted into two different

parts. The first part is used to activate one transmit antenna in the transmit

antenna array (the spatial information). The remaining bits are mapped into

the signal constellation of M -QAM or PSK technique to choose a modulated

symbol (the signal information). Finally, the modulated symbol is transmitted

from the active antenna. Therefore, the conveyed information including the

spatial information (the antenna indices) and the signal information (the

modulated symbol) is presented as a 3-D constellation diagram.

Signal constellation for Tx1

Signal constellation for Tx2

Signal constellation for Tx4

00(11)

01(11)

Re

Im

Re

Re

Im

Im

Tx1
(00)

Tx4
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Tx3
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Tx2
(01)

00(00)

01(00) 11(00)

10(00)

11(11)

10(11)

Spatial constellation

4-QAM

Data
1100 1001 0110...

Figure 1.1: The 3-D constellation diagram with four transmit antennas, 4-QAM [18].

The Figure 1.1 presents a 3-D constellation diagram of the SM system
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equipped with four transmit antennas and the 4-QAM technique. The trans-

mitted signal includes the spatial information and the signal information. This

signal from the activated antenna is transmitted in the medium. Since each

transmit antenna has a different spatial position, the transmitted signal will

be affectted by different wireless links from the transmitter to the receiver.

At the SM receiver, taking the advantage of the scattering richness of

the MIMO channel, the transmitted signal is recovered by an optimal low-

complexity ML detector [29]. According to the ML principle, the receiver

must calculate the Euclidean distances between the received signal and a

combination of the transmitted signals and then select the smallest distance.

As a result, the transmitted signal is successfully recovered. In order to do

this, the CSI is assumed to exactly estimate at the receiver. Therefore, the

SM principle is built on the following factual basics

• Each wireless link from transmit antennas to receive antennas has a low

correlation degree;

• The receiver knows pefect CSI to accurately estimate transmitted data.

In other words, the SM technique exploits the spatial chracteristics of the

channel. That is uniqueness of each wireless link between the transmit anten-

nas to the receive antennas.

1.1.2. The MIMO-SM system model

A MIMO-SM system equipped with nT transmit antennas, nR receive an-

tennas, and aM -ary modulation technique is considered. At the transmitter,

each block of (log2nT + log2M) information bits is separated into two differ-

ent parts: log2nT and log2M bits. The log2nT bits are used to activate one



14

antenna in the transmit antenna array while the remaining log2M bits are

mapped into a M -ary modulation technique to create a modulated symbol.

Finally, this symbol is transmitted from the active antenna.

Spatial 
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Select 
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Figure 1.2: A MIMO-SM system, 4 transmit antennas, 4-QAM.

Figure 1.2 decribes the SM scheme operation where this model is equipped

with four transmit antennas, four receive antennas, and a 4-QAM technique.

In this model, each block of four data bits is processed by the transmitter.

The first two bits are used to activate a transmit antenna while the last two

bits are mapped into the 4-QAM technique to create a modulated symbol. For

example, the first block of data is 0011 where two bits, 00, are used to activate

the first antenna in four transmit antennas while two bits, 11, are mapped into

the 4-QAM technique to generate the modulated symbol, i.e., 1 + j. Finally,

this symbol is transmitted from the first transmit antenna. At the receiver,

four data bits, 0011, are exactly recovered by a ML detection algorithm.

The MIMO-SM system spectral efficiency is presented as given

CSM = log2nT + log2M (bpcu) ,
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where bpcu, denoting bits per channel use, expresses the number of transmit-

ted bits in once channel utilization. The bpcu parameter is used to compare

the MIMO-SM system spectral efficiency while considering the discrete time

MIMO channel model.

1.1.3. The MIMO-SM mathematical model

In general, a MIMO-SM system, equipped with nT transmit antennas and

nR receive antennas, is considered. It is assumed that the MIMO channel

is uncorrelated flat Rayleigh fading [5], [28], [42] where the Rayleigh fad-

ing channel only includes scattered waves and the quasi-static characteristic

shows that the channel responses vary from message to message. MIMO-SM

systems, working well on the Rayleigh fading channel, will have good perfor-

mance on other channels. The channel coefficients are assumed to be inde-

pendent and identically distributed (i.i.d.) Gaussian random variables with

zero mean and unit variance, i.e., CN (0, 1). Therefore, the MIMO system

channel is presented by a complex matrix including nR rows and nT columns

as follows

H =



h11 h12 · · · h1nT

h21 h22 · · · h2nT

...
...

. . .
...

hnR1 hnR2 · · · hnRnT


.

The received signal and the transmitted signal respectively are presented

as given

y = [ y1 y2 · · · ynR ]
T
,xi,q = eixq = [ 0 · · · 0 xq 0 · · · 0 ]

T
,
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where xq is the q-th modulated symbol from theM -QAM/PSK technique and

ei is a nT × 1 vector taken from the spatial constellation ΩS [18]. In the ei vec-

tor, only the i-th element, corresponding to the position of the active anten-

nas, has non-zero value. For example with four transmit antennas, if the third

antenna is activated, the vector will be presented as e3 = [ 0 0 1 0 ]
T
. The

transmit power constraint is Ex

[
|xq|2

]
= 1.

Noise at the receiver is assumed to be Additive White Gausian Noise

(AWGN). The entries of the noise vector are i.i.d. complex Gaussian ran-

dom variables with zero mean and unit variance, i.e., CN (0, 1)

n = [ n1 n2 · · · nnR ]
T
.

Under the assumption that the receiver knows pefect CSI [4], [28], [29], [36],

[70]. Then, the relationship between the transmitted signal and the received

signal is presented by a system equation as follows

y =
√
γHxi,q + n =

√
γhixq + n. (1.1)

where xq is transmitted from the i-th transmit antenna, hi denotes i-th

column of H and γ is an average SNR at each receive antenna.

1.1.4. An optimal ML detector

Jenganathan et. al [29] proposed an optimal detection algorithm for the

MIMO-SM system based on the ML principle. Both the transmit antenna

and the modulated symbol index are simultaneously detected as given[̂
iML, q̂ML

]
= arg max

i,q
pY (y|xi,q,H)

= argmin
i,q

{√
γ ‖gi,q‖2

F − 2<
(
yHgi,q

)}
, (1.2)
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where pY (y|xi,q,H) = π−nR exp
(
−
∥∥y −√γHxi,q

∥∥2

F

)
is the Probability

Density Function (PDF) of y with the condition xi,q and H, and gi,q =

hixq, 1 ≤ i ≤ nT , 1 ≤ q ≤M . The computational complexity, calculated on

the number of multiplications [29], is as follows

ρSMopt = 2nRnT + nTM +M. (1.3)

1.1.5. The SM advantages and disadvantages

Based on an analysis of the MIMO-SM operational principle and the com-

parision with the existing MIMO systems, some advantages and disadvantages

of the SM technique are listed as follows

• Advantages

– High transmission throughput. Because of the additional spatial con-

stellation utilization for transmitting information, the spectral effi-

ciency of the MIMO-SM transmission system is higher than that of

the SISO one [42] and the STBC ones [74];

– Simple transmitter and receiver design. Since only one transmit an-

tenna is activated to transmit data in the MIMO-SM system, the

MIMO-SM receiver completely avoids the ICI effect. As a result, a

low complexity ML detector is implemented to recover the transmit-

ted signal at its receiver [29]. In addition, since only one transmit

antenna is operated at each symbol period, the MIMO-SM transmit-

ter does not require IAS and just uses one RF chain. Therefore, the

transmitter design becomes simple [44];

– Energy saving. Unlike the MIMO transmission system, the MIMO-
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SM one just utilizes one RF chain, so the amount of energy con-

sumption reduces and is not dependent on the number of deployed

antennas. As a result, the MIMO-SM system obtains Energy Effi-

ciency (EE) [25];

– The number of receive antennas is flexible. The MIMO-SM transmis-

sion system still performs well when the number of transmit antennas

is less than that of receive antennas, nR < nT because the goal of

multiple receive antenna deployment is to attain the receive diver-

sity. In terms of the SM principle, the MIMO-SM receiver only needs

to deploy one receive antenna. Therefore, the MIMO-SM system is

suitable for the radio downlink with low-complexity compact simple

handheld devices;

– Used for multiple access systems. Because of the different locations

of the MIMO-SM transmitters and receivers, their impulse responses

are almost independent together. Therefore, the signals of the pairs

of users are considered to be orthogonal [54].

• Disadvantages

– The spectral efficiency is limited by the number of transmit antennas.

The MIMO-SM spectral efficiency increases in the logarithm base 2

of the number of transmit antennas. Corresponding to high spectral

efficiency, the MIMO-SM system must be deployed the large number

of transmit antennas. This is difficult to implement in practice;

– Only the receive diversity. Although the MIMO-SM systems and the

special case, the SSK one [30], outperform the existing MIMO ones
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[41], both systems can not actually achieve the transmit diversity

gain [23]. Therefore, these systems have to rely on multiple receive

antenna deployment to counteract fading channel effects;

– Suitable channel condition. The MIMO-SM system performance sig-

nificantly depends on the wireless communication environment, i.e.,

the rich scattering channel [43]. If the impulse responses of pairs of

users are not different in the MIMO-SM channel, the receiver easily

misidentifies the position of the active transmit antennas. As a result,

the MIMO-SM performance significantly deteriorates [19];

– Complicated channel estimation. As the MIMO-SM system only uses

one RF chain, channel estimation algorithms must to be performed

in turn. As a result, the required length of training sequences signifi-

cantly increase and this decreases the system transmission efficiency.

Based on mentioned advantage and disadvantage analysis, it can be seen

that the SM technique is oustanding, potential and suitable for the low com-

plexity MIMO systems.

1.2. The space time codes

1.2.1. Introduction

The space time code (STC) [61]-[63] is an effective way to improve the reli-

ability of the multiple-antenna wireless communication systems by exploiting

the spatial and time diversity. Particularly, redundant copies of transmitted

signals are transmitted from different antennas at different times and hoping

that received copies will undergo different effects of fading channels. There-

fore, the STC application allows multiple-antenna wireless communication
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systems to achieve the diversity gain of transmit diversity.

Currently, the STC technique can be classified in two main categories

• Space Time Trellis Codes (STTC) [63]: This is the first coding tech-

nique suggested by Tarokh et. al. The main advantages of these codes

are that these codes attain not only diversity gain but also coding gain.

However, the STTCs are difficult to be applied in practice because of

the Viterbi decoding algorithm implementation. As a result, the com-

plexity of these codes are propotional to the square of the number of

states [37], [38];

• Space Time Block Codes (STBC) [2], [62]: In the STBCs, the

transmit data is constructed in a matrix block form whose elements are

created from replicas of a set of modulated symbols where the rows denote

the number of transmit antennas and the columns present the time slots

of the data block. Although the STBCs can not achieve the coding gain,

these codes have a low decoding complexity at their receiver. As a result,

the STBCs has potential applications and practical implementation in

the wireless communication systems.

1.2.2. Space time block codes

Figure 1.3 decribes a MIMO system ulitized the STBC technique. In this

model, information bits si are mapped into the M -ary modulation tech-

nique to create Ns modulated symbols, xi, i = 1, 2, ..., Ns. Then, these sym-

bols are arranged to make a signal matrix block including nT rows and T
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Figure 1.3: A general diagram of the STBC system.

columns as given

X =



x11 x12 · · · x1T

x21 x22 · · · x2T

...
...

. . .
...

xnT 1 xnT 2 · · · xnTT


,

where xv,t is the value or the complex congugate of the incoming symbol se-

quence xi, i = 1, 2, ..., Ns. xv,t is transmitted from the v-th transmit anttenna

and the t-th time slot.

In addition, linear STBCs are also presented as follows [32]

X =
Ns∑
i=1

(_
xiAi + j

^
xiBi

)
,

where
_
xi = < (xi) is the real part of xi and

^
xi = = (xi) is the imagine part

of xi. Ai and Bi are available dispersion matrices. Because Ns symbols are

transmitted in T symbol periods, the STBC code rate is as follows [68]

R =
Ns

T
.
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An example with the STBC proposed by Alamouti [2] has a structure as given

X =

 x11 x12

x21 x22

 =

 x1 −x∗2
x2 x∗1

 .
Therefore, the dispersion matrices are as follows

A1 =

 1 0

0 1

 ; A2 =

 0 −1

1 0

 ;

B1 =

 1 0

0 −1

 ; B2 =

 0 1

1 0

 .
Besides, Tarokh et. al [61] also proposed two criteria in the STBC design

to achieve full diveristy and coding gain. From two different coding matrices

X1 and X2, the difference matrix is defined as given

A (X1,X2) = X1 −X2. (1.4)

The determinant of the difference matrix is calculated as follows

B (X1,X2) = AHA. (1.5)

• Rank criterion: In order to achieve full diversity nTnR for the STBC

X, with two arbitrary matrices Xi and Xq, i 6= q, the difference matrix

A (Xi,Xq) has to be full rank;

• Determinant criterion: To increase coding gain for a full diversity

code, the minimum determinant B (Xi,Xq) has to be maximized.

In order to obtain full diversity, the STBC is constructed as an orthogonal

structure, called Orthogonal STBC (OSTBC), as given [68]

XXH = C
Ns∑
i=1

|xi|2I,
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where C is a constant and I is an nT × nT identity matrix. The Alamouti

STBC is the unique complex O-STBC achieving full diversity and full rate [61].

With STBCs for MIMO systems having more than three transmit antennas,

several proposed O-STBCs have the code rate R = 1/2 [61], [68] or R = 3/4

[20], [32] as given

X
1/2
4 =



x1 −x2 −x3 −x4 x∗1 −x∗2 −x∗3 −x∗4
x2 x1 x4 −x3 x∗2 x∗1 x∗4 −x∗3
x3 −x4 x1 x2 x∗3 −x∗4 x∗1 x∗2

x4 x3 −x2 x1 x∗4 x∗3 −x∗2 x∗1


,

X
3/4
4 =



x1 0 x2 −x3

0 x1 x∗3 x∗2

−x∗2 −x3 x∗1 0

x∗3 −x2 0 x∗1


.

where X
1/2
4 và X

3/4
4 respectively denotes that the O-STBC is transmitted

from four antennas and has the code rate 1/2 and 3/4.

Another solution to attain a code rate R = 1 is Quasi-Orthogonal STBC

(QO-STBC) [28] where the first and second row, the first and the third row,

the second and the fourth row, the third and the fourth row of the matrix X

are orthogonal as follows

X1
4 =



x1 x2 x3 x4

−x∗2 x∗1 −x∗4 x∗3

−x∗3 −x∗4 x∗1 x∗2

x4 −x3 −x2 x1


.
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At the receiver equipped with nR receive antennas, the transmitted signals

are estimated by the ML detection algorithm. For the O-STBC, the ML

algorithm is equivalent to the Maximum Ratio Combining (MRC) technique

[32], [68]. Under an assumption that the receiver knows perfect CSI, the

transmitted signals are decided based on calculating the minimum distance.

Because of coding block design, the detection process at the receiver is linear

and is done quickly and accurately [32], [68].

1.3. Research backgound

The spatial modulation (SM) technique was first proposed by Chau et. al

[12] at the Vehicular Technology Conference in 2001. In [12], the Space Shift

Keying system was proposed to exploit the received signals’ difference from

different antennas to distinguish the transmitted message. However, many

antennas are simultaneously switched, this scheme requires synchronization

between transmit antennas and utilizes many RF chains. After that, another

study brought the SM technique in the Orthogonal Frequency Division Mul-

tiplexing (OFDM) system [21]. Using the same principle as the scheme [21],

Song et. al proposed the Channel Hopping (CH) modulation [55]. However,

unlike [21], the CH modulation technique is applied for the arbitrary number

of transmit antennas and the position of the active transmit antenna at each

symbol period will be known.

The SM technique was proposed for the MIMO systems by Mesleh et. al

[41], [42] and then it has attracted the researchers’ attention. This technique

is developed to reduce the complexity and cost of multiple antenna systems

without deteriorating the system performance while exploiting the multi-
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plexing gain. A special version of the SM technique, called Space Shift Key-

ing (SSK) [30], was proposed by Jeganathan et. al. In this model, the SSK

transmiter transmits a certain amount of energy from a selected antenna be-

ing suitable for information data without transmitting modulated symbols

from M -QAM or PSK technique. Both the SM and SSK schemes have been

demonstrated to outperform the existing MIMO ones [23], [42]. However, both

schemes rely on multiple receive antenna deployment to overcome effects of

fading channels. In addition, the SM/SSK spectral efficiency is limited when

deployed for wireless systems, equipped with a small or medium number of

transmit antennas. As a result, the Generalized SM (GSM) scheme [69] was

proposed. By simultaneously activating two or more transmit antennas, the

GSM scheme obtains higher spectral efficiency than the SM one. Similarly,

Nguyen el. al [46] proposed the high rate spatial modulation (HRSM) scheme.

The HRSM scheme has a maximum spectral efficiency being linearly propor-

tional with the number of transmit antennas. However, like the SM/SSK

scheme, both the GSM and HRSM ones are lack of transmit diversity.

In order to overcome the disadvantage of the SM/SSK scheme, several

MIMO-SM transmission systems have recently been proposed. In [14], [15],

Di Renzo et. al proposed a system that is implemented temporal orthogo-

nal format filters. As a result, the proposed system obtains the second-order

transmit diversity without decreasing the transmission rate although this sys-

tem only utilizes one RF chain. These authors has also extended their proposal

by combining the SM technique and the OSTBC in a MIMO architecture that

flexibly harmonizes between throughput and the obtained diversity order [16],

[17]. More importantly, in this MIMO system, the transmitted signals can be
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recovered with a low complexity because of the optimal single-stream detec-

tor application.

A new transmission technique, called Space Time Block Coded Spatial

Modulation (STBC-SM), was proposed by combining the SM technique and

the Alamouti STBC [5]. In the STBC-SM scheme, both the Alamouti matrix

and combinations of the transmit antennas carry information. As a result, this

scheme obtains the second order transmit diversity. The STBC-SM spectral

efficiency, linearly increasing the logarithm of the conbinations of antenna

positions, is higher than that of the Alamouti STBC. Besides, because of

the Alamouti STBC orthogonality, the transmitted signals are recovered by a

low-complexity ML detector at the STBC-SM receiver [5]. Nevertheless, the

rotation angles of the STBC-SM matrices must be optimized. As a result,

the design of the STBC-SM matrices are significantly complicated, especially

when the number of transmit antennas and the modulation order increase.

In [58], Suguira et. al extended the SM concept to both spatial and tem-

poral domains to create a new architecture, called Space Time Shift Keying

(STSK). The STSK scheme operates by activating one of the Q dispersion

matrices to transmit a STSK signal block instead of using the transmit an-

tenna indices to encode information bits as in the SM and SSK ones. In

addition, the STSK scheme can flexibly reconciles the diversity order and

the spectral efficiency through the optimization of the number and size of

dispersion matrices and the number of transmit and receive antennas. At

the STSK receiver, because there is no the ICI effect, the transmitted sig-

nals are detected by a single-antenna ML detection algorithm. Later, Suguira

et. al generalized and developed the STSK technique to the General STSK
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(G-STSK) [59]. Similar to the STSK scheme, the G-STSK one can flexi-

bly reconcile the diversity order and the spatial multiplexing. Different from

the STSK scheme, the G-STSK one selects P of the Q dispersion matrices

combining with P modulated symbols to create a G-STSK coding matrix.

As demonstrated in [59], the G-STSK architecture encompasses the existing

MIMO ones such as SM/SSK, Linear Dispersion Code (LDC), STBC, and

V-BLAST. However, there are two main weaknesses of the G-STSK scheme

as given

1. There is no general design method for the dispersion matrices of the G-

STSK scheme, but only the computerized search method can be used. As

a result, the G-STSK matrices’ design is significantly complex, especially

when the number of transmit antennas or the spectral efficiency increases;

2. The optimal detector in the G-STSK scheme has a high complexity be-

cause it is a multiple-stream detector.

The ideas of Basar [5] and Suguira [59] motivated the Vietnamese research

group, proposing new MIMO-SM schemes. In [34], this team proposed the

high rate STBC-SM (HR-STBC-SM) scheme. In this paper, the spatial con-

stellation (SC) concept was introduced and then the HR-STBC-SM coding

matrices are generated by multiplying the Alamouti STBC and the SC ma-

trices. By using the SC matrices, the design of the HR-STBC-SM matrices

becomes the design of the SC matrices so that the HR-STBC-SM achieves the

second order transmit diversity. Later, based on the SC concept, this group

also proposed the Spatially Modulated Orthogonal Space-Time Block Cod-

ing (SM-OSTBC) scheme [40] for the MIMO systems, equipped with four
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transmit antennas. The SM-OSTBC scheme obtains the third order trans-

mit diversity and has two main benefits such as good performance and low

complexity. More importantly, this group developped and proposed a SM-

OSTBC technique for the number of transmit antennas greater than 3 [35].

The SM-OSTBC scheme [35] was demonstrated to have higher spatial spec-

tral efficiency than the Basar [5] and Suguira [59] scheme in the same antenna

configuration. At the same spectral efficiency and the same antenna configu-

ration, the SM-OSTBC scheme outperforms most existing MIMO ones such as

Alamouti [2], V-BLAST [71], QO-STBC [33]. The SM-OSTBC attractiveness

compared with the G-STSK scheme is simple coding matrices’ design and

has a low detection complexity at its receiver because of the single-stream

optimal detection algorithm application. However, the SM-OSTBC scheme is

suitable for the MIMO systems, equipped with the number of transmit an-

tennas greater than or equal to 4. In order to overcome this drawback, Wang

et. al proposed the Spatially Modulated Diagonal Space Time Code (SM-DC)

scheme [70] that is flexibly used for the MIMO systems, equipped with the

number of transmit antennas equal to or less than 4. Based on the SC ma-

trices [35] and the Diagonal Space Time Block Code (D-STBC), the SM-DC

scheme obtains the same diversity order as the SM-OSTBC one. In [48], Park

et. al combined the Double Space Time Transmit Diveristy (DSTTD) scheme

and the SM one to create the Double Space Time Transmit Diversity with

Spatial Modulation (DSTTD-SM) one. The DSTTD-SM spectral efficiency is

twice higher than that of the STBC-SM. However, in this model, the rotation

angles must be optimized to eliminate the ICI. In addition, this scheme is

only utilized for the MIMO systems, equipped with four transmit antennas,
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and only constructs four combinations of transmit antennas to convey two

information bits in the spatial domain.

1.4. Conclusion

Basic knowledge directly related to research subjects including the spatial

modulation technique, the space time codes, and the MIMO-SM sytem re-

search background is presented in detail in the first chapter. This knowledge

will be used as a theoretical background supportting the research issues in

the later chapter.



Chapter 2

LOW COMPLEXITY DETECTION ALGORITHMS AND A
NEW THEORETICAL UPPER BOUND FOR THE HIGH

RATE SPATIAL MODULATION SCHEME

The first section of this chapter provides a brief introduction to the High

Rate Spatial Modulation (HRSM) scheme and the optimal ML detector that

is used to recover the transmitted signal at the receiver. After that, several

sub-optimal low-complexity detectors for the HRSM scheme are presented.

Furthermore, the last section decribes a tighter new theoretical BEP upper

bound for the HRSM scheme, using theM -QAM technique, in the high SNR

region. These results have been published in the works 1, 2 and 5.

2.1. The high rate spatial modulation (HRSM) scheme

2.1.1. The HRSM system model

Serial/
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M-QAM/
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Figure 2.1: A general HRSM scheme [46].

A HRSM system equipped with nT transmit and nR receive antennas under

a quasi-static Rayleigh fading channel is described in the Figure 2.1. During a

30
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symbol period, each block of (l +m) bits are fed into the HRSM transmitter.

In this block, the l bits are mapped into a spatial modulation (SC) codeword

out of K SC codewords ΩS, (l = log2K) while the remaining m bits are

modulated by a conventionalM -QAM/PSK technique to create a modulated

symbol x, (m = log2M). As proposed in [46], the nT × 1 SC codeword is

designed as given

• The first entry of the codeword s is fixed by 1;

• The nT − 1 remaining entries are randomly selected from the set {±1,±j},

j2 = −1.

As a result, we have K = 4nT−1 SC codewords in ΩS.

For example, a HRSM system with nT = 3 transmit antennas will corre-

spondingly have K = 4nT−1 = 42 = 16 SC codewords as follows

s1 = [ 1 1 1 ]T ; s9 = [ 1 j 1 ]T ;

s2 = [ 1 1 −1 ]T ; s10 = [ 1 j −1 ]T ;

s3 = [ 1 −1 1 ]T ; s11 = [ 1 −j 1 ]T ;

s4 = [ 1 −1 −1 ]T ; s12 = [ 1 −j −1 ]T ;

s5 = [ 1 1 j ]T ; s13 = [ 1 j j ]T ;

s6 = [ 1 1 −j ]T ; s14 = [ 1 j −j ]T ;

s7 = [ 1 −1 j ]T ; s15 = [ 1 −j j ]T ;

s8 = [ 1 −1 −j ]T ; s16 = [ 1 −j −j ]T .

A nT ×1 transmit HRSM codeword c is simply created by multiplying the

SC codeword s and the modulated symbol x, i.e., c = sx.
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At the receiver, the nR × 1 received signal vector y is given by

y =

√
γ

nTEs

Hc + n =

√
γ

nTEs

Hsx+ n, (2.1)

where H and n respectively denotes a nR × nT channel matrix and a nR ×

1 noise vector. The entries of H and n are assumed to be i.i.d. complex

Gaussian random variables with zero mean and unit variance CN (0, 1). Es is

the average symbol energy of x. γ is the average SNR at each receive antenna.

The HRSM spectral efficiency is calculated as given

CHRSM = 2 (nT − 1) + log2M (bpcu) . (2.2)

2.1.2. An optimal ML detection algorithm

Table 2.1: A ML detection algorithm

Step Performance

(1) Input: H,y.

(2) Compute the equivalent channel matrix h̃k =
√

γ
nTEs

Hsk,∀k = 1, ..., K.

(3)
For each matrix h̃k and for each symbol xm ∈ Ωx,
compute the Euclidean distances from (2.6) dmk = dk (xm) ,∀m = 1, ...,M .

(4) Find dmin
k among M values of dmk and x̂k corresponding to dmin

k .

(5)
Find index k̂ corresponding to the minimum distance dmin

among K values of dmin
k .

(6)
The estimated SC codeword and modulated symbol
are given by ŝ = ŝk, x̂ = x̂k.

(7) Output: ŝ, x̂.

Under an assumption that the receiver knows perfect CSI [46]. by exhaus-

tively searching in the entire spatial constellation ΩS and the signal con-

stellation Ωx, the selected signal pair (̂s, x̂) must satisfy the ML detection

algorithm as given [46]

(̂s, x̂) = arg min
s∈Ωs,x∈Ωx

∥∥∥∥y −√ γ

nTEs

Hsx

∥∥∥∥2

F

, (2.3)
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where ‖.‖F is the Frobenius norm. ΩS denotes the spatial constellation and

Ωx is the M -QAM/PSK signal constellation. Corresponding to each code-

word sk,∀k = 1, .., K, the equivalent channel matrix is presented as h̃k =√
γ

nTEs
Hsk. Therefore, the system equation (2.1) becomes as given

y = h̃kx+ n. (2.4)

The ML rule from the equation (2.3) can remove extra elements in the

corresponding codeword condition sk as follows [46]

x̂k = arg min
x∈Ωx

∥∥∥y − h̃kx
∥∥∥2

F
= dk (x) + C, (2.5)

where C is a constant, dk (x) is the Euclidean distance corresponding to

symbol x̂k and SC codeword sk. dk (x) is calculated as given

dk (x) =
∥∥∥h̃k

∥∥∥2

F
|x|2 − 2<

(
yHh̃kx

)
, (2.6)

where < (a) and |a| respectively denotes the real and the modulus of a com-

plex number a. The condition in the equation (2.5) is rewritten as given

x̂k = arg min
x∈Ωx

dk (x) . (2.7)

The ML detection algorithm for the conditional signal pair (̂s, x̂) is sum-

marized in the Table 2.1.

2.2. Low complexity detectors for the HRSM system

2.2.1. The modified MMSE-BLAST and MMSE-SQRD detector

First, the HRSM codeword c can be explicitly expressed as given

c = [ c1 c2 · · · cnT ]
T

= [ x s2x · · · snTx ]
T
, (2.8)

where [.]
T
denotes matrix transpose. Since si ∈ {±1,±j} , i = 2, 3, ..., nT

and x ∈ Ωx belongs to aM -QAM/PSK constellation, ck, k = 2, 3, ..., nT also
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belongs to the M -QAM/PSK constellation when considering symmetric or

square signal constellationsM = 22n,∀n ∈ Z+ such as 4-QAM, 16-QAM. As

a result, this means that conventional SIC detectors can be applied to detect

the transmitted signals at the HRSM receiver. From the equation (2.8), it can

be seen that after recovering the transmitted HRSM vector ĉ, the modulated

symbol and the transmitted SC codeword are estimated as x̂ = ĉ1, ŝ = ĉ
x̂
.

2.2.1.1. The modified MMSE-VBLAST detector

In a MIMO system, the VBLAST detector [71] has been demostrated to

be effective in signal detection close to the ML one while it has lower com-

plexity than the ML algorithm. Therefore, this detector implementation in

the HRSM system can reduces the computational complexity in detection

process compared with the ML algorithm while ensuring the HRSM system

performance.

Considering the HRSM system as an SDM one, the MMSE filter matrix

at the receiver can be computed as follows

GMMSE = H̃H

(
H̃H̃H +

1

Es

InR

)−1

, (2.9)

where H̃ =
√

γ
nTEs

H and InR is an identity matrix. The equation (2.9) is

demonstrated in Appendix A.

In the detection process, the strongest signal, in terms of the smallest

Minimum Square Error (MSE) one that is presented in the third step of the

algorithm (Table 2.2) is first detected and then is quantized to the closest

value in the signal constellation. After that, the scarcely estimated signal

is used to cancel its effect from the received signal vector y. The detection

procedure repeats in the same manner untill all signal are detected.
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Table 2.2: The MBLAST detection algorithm

Step Performance

(1) Input: H̃,y, Es.

(2) Compute P =
(
H̃HH̃ + 1

Es
InT

)−1

.

(3)

Find the strongest signal index based on k = arg min
i

Pi,i

where pi,i is i diagonal entry of P
and rearrange the entries of c
so that the smallest diagonal entry is the first one.

(4)
Compute GMMSE and estimate the LMS c̃k = gMMSE,ky
where gMMSE,k is the k-th row of GMMSE.

(5) ĉk = slice(c̃k).

(6)
Cancel the effect of ĉk from y and reorganize H̃
by delecting its k-th column.

(7) Repeat Step 2 to 6 untill all entries of ĉ are detected.

(8) Rearrange ĉ in the original order.

(9) Recovering the signal pair x̂ = ĉ1, ŝ = ĉ
x̂
.

(10) Output: ŝ, x̂.

2.2.1.2. The modified MMSE-SQRD detector

As shown in Table 2.2, it can be seen that the MBLAST detector needs

to repeatedly do matrix inversion. Therefore, its computational complexity

is significantly high, particularly when the number of transmit antennas in-

creases. As a result, the MMSE-SQRD detector [9] is implemented to reduce

the detection complexity at the HRSM receiver.

An (nT + nR) × nT extended channel matrix and an extended received

vector z are defined as given

D =

 H̃

1√
Es

InT

 , z =

 y

0

 .
Applying the MMSE-SQRD algorithm [9] to decompose the D, we have

D = QR, (2.10)
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where Q is a (nT + nR)× nT matrix with orthogonal columns, i.e., QHQ =

InT . R is an nT × nT upper triangular matrix. In addition, the permutation

vector p is used to store the original positional values of the entries of the

transmitted signal when implementing the SQRD algorithm. Multiplying z

with QH , we have

v = QHz

= QHQRc + QHñ

= Rc + w, (2.11)

where w = QHñ and ñ is an extended noise vector corresponding to D and z.

Due to the struture of the R matrix, the last element of v is not affected by

other elements. Particularly, vnT only depends on cnT , so this element is first

detected. After that, ĉnT is estimated by slicing vnT/rnT ,nT . It is assumed that

ĉnT is exactly recovered and then its effect will be cancelled out from vnT−1.

The vnT−1 only depends on cnT−1. Hence, ĉnT−1 can be immediately estimated

by slicing vnT−1/rnT−1,nT−1. Similarly, ĉnT and ĉnT−1 will be cancelled out from

vnT−1 to detect ĉnT−2. The procudure continues until ĉ1 is obtained. Later,

the transmitted vector ĉ is recovered by arranging the estimated vector in the

original order from the permutation vector p. Finally, data bits are completely

recovered. The modified MMSE-SQRD (MSQRD) detection algorithm can be

summarized in Table 2.3.

2.2.2. The improved SQRD detection algorithm

From the above analysis, it can be seen that the MSQRD detector obtains

a low computational complexity, but its performance is poor. Therefore, a

new detection algorithm based on the MSQRD one is proposed to improve
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Table 2.3: The MSQRD detection algorithm

Step Performance

(1) Input: z,D.

(2)
Decompose D using MMSE-SQRD algorithm
to get Q,R and the permutation vector p.

(3) Compute v = QHz.

(4)

Detection and cancellation:
For k = nT : −1 : 1
If k == nT

ĉk = slice
(

vk
rk,k

)
Else
For l = k + 1 : nT
vk = vk − rk,lĉl
End

ĉk = slice
(

vk
rk,k

)
End

End.

(5)
Rearrange ĉ in the original order
from the permutation vector p.

(6) Recover the signal pair x̂ = ĉ1, ŝ = ĉ
x̂
.

(7) Output: ŝ, x̂.

the detection performance in the HRSM system. From the equation (2.8), it

can be seen that the first entry of the transmitted signal c is the modulated

symbol x, c1 = x and nT − 1 remaining entries of the vector c is a multi-

plication of x and si ∈ {±1,±j} , i = 2, 3, ..., nT . Therefore, in the ISQRD

detector, the first column of the H channel matrix corresponding to the first

entry of the c vector is removed and then the Euclidean distance for the re-

maing entries of the c vector in the signal constellation Ωx is calculated to

find the modulated symbol, having the smallest distance.

The equation (2.1) is re-expressed as given

tx = H̄c̄ + n, (2.12)
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Table 2.4: The ISQRD detection algorithm

Step Performance

(1) Input: y, H̃.

(2)
Decompose H̄ using MMSE-SQRD algorithm
to get Q,R and the permutation vector p.

(3)

Detection and cancellation:
For m = 1 : M

Compute tm = y − h̃1xm và v = QH

[
tm
0

]
For k = nT − 1 : −1 : 1
If k == nT − 1

ˆ̄cm,k = slice
(

vk
rk,k

)
Else
For l = k + 1 : nT − 1
vk = vk − rk,lˆ̄cm,l
End

ˆ̄cm,k = slice
(

vk
rk,k

)
End

End

Compute dm =
∥∥tm − H̄ˆ̄cm,p

∥∥2
End.

(4) Find m̂: m̂ = arg min
m

dm.

(5) Recover the signal pair x̂ = xm̂, ŝ = 1
x̂

[
x̂ ˆ̄cm̂,p

]T
.

(6) Output: ŝ, x̂.

where tx = y− h̃1x, H̄ = [ h̃2 h̃3 · · · h̃nT
], h̃k is the k-th column of H̃. c̄

includes the nT − 1 remaining entries of the c vector (remove the first entry).

For an arbitrary xm,∀m = 1, ...,M , in the signal constellation, we have a cor-

responding system similar to that in the equation (2.1). Therefore, we apply

the MMSE-SQRD algorithm [9] for the equation (2.12) to recover ˆ̄cm and then

calculate the corresponding Euclidean distance dm =
∥∥tm − H̄ˆ̄cm,p

∥∥2
where

ˆ̄cm,p is the vector, re-arranged from ˆ̄cm by using the permutation vector p and

tm = y− h̃1xm. The index m of the transmitted symbol x is determined by
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using m̂ = arg min
m

dm. Finally, the modulated symbol and the transmitted

SC codeword is respectively recovered as x̂ = xm̂ and ŝ = 1
x̂
[ x̂ ˆ̄cm̂,p ]. The

improved SQRD (ISQRD) can be summarized in Table 2.4.

2.2.3. Detector complexity analysis

When calculating the complexity of each detector, it is assumed that each

real algebraic operation such as a real addition/subtraction, a real division

or a real multiplication is considered as a floating point operation (flop).

Therefore, a complex addition/subtration is equal two real operations, i.e., 2

flops. A complex multiplication includes 4 real multiplications and two real

additions, i.e., 6 flops. A complex division is considered as 11 flops. The flop

calculation regulations is presented in Appendix B. The optimal ML detector

complexity is calculated as given

ρML = MK (16nR + 6) + (8nRnT − 2nR)K. (2.13)

Based on the complexity analysis from [22], the MBLAST complexity is

calculated as follows

ρMBLAST = 15n4
T + 2n3

TnR + n2
Tn

2
R + nT (16nR − 2) . (2.14)

In turn, the MSQRD and ISQRD complexities are calculated as given

ρMSQRD = 8n3
T + n2

T (8nR − 3)− nT (10nR + 13) + 8, (2.15)

ρISQRD = 8(nT − 1)
3

+ (8nR − 11 + 12M) (nT − 1)
2

+ (M (16nR − 12)− 14nR + 4) (nT − 1) +M (10nR + 7) + 5.
(2.16)

The complexity equation of the MBLAST, ML, MSQRD, ISQRD detectors

are presented in Appendix B.
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Figure 2.2: Complexities of ML, MBLAST, MSQRD, and ISQRD detectors in differ-
ent MIMO configurations; 4-QAM and 16-QAM technique.

The Figure 2.2 compares the complexities of the ML, MBLAST, MSQRD,

and ISQRD detectors at the same spectral efficiency in two different circum-

stances as given

1. The (6,6) MIMO system, i.e., the number of transmit and receive anten-

nas, nT = nR = 6 using the 4-QAM technique;

2. The (8,8) MIMO system with the number of transmit and receive anten-

nas, nT = nR = 8 using the 16-QAM technique.

From Figure 2.2, it can be seen that although the ML detection algorithm

is optimized, its complexity is the highest. Meanwhile, the MSQRD detec-

tor achieves the lowest complexity. In the (6,6) MIMO system, the ISQRD

detector has lower complexity than that of MBLAST one. However, when

the number of transmit antennas increases, the ISQRD complexity is ap-
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proximately equivalent to the MBLAST one. It can be explained that the

ISQRD complexity depends on the M modulation order which is increased

from 4-QAM in the (6,6) MIMO system to 16-QAM in the (8,8) MIMO one.

2.2.4. Simulation results
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Figure 2.3: BERs of a HRSM scheme with nT = nR = 6 using ML, MBLAST,
MSQRD, and ISQRD detectors; 4-QAM technique.

Figure 2.3 and Figure 2.4 respectively compares bit error rates (BER)

of the ML, MBLAST, MSQRD, and ISQRD detectors in the (6,6) MIMO

system using 4-QAM technique and the (8,8) MIMO system using 16-QAM

technique. From analytical and simulation results in Figure 2.2, Figure 2.3,

and Figure 2.4, one can see that although the ML detector has the best

performance, its complexity is also the highest. As a result, it is difficult to

implement this detector in practice. On the other hand, in spite of the fact

that the MSQRD detector offers the lowest detection complexity, it suffers
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Figure 2.4: BERs of a HRSM scheme with nT = nR = 8 using ML, MBLAST,
MSQRD, and ISQRD detectors; 16-QAM technique.

from significant performance degradation. Particularly, at the BER = 10−4

in Figure 2.3, the MSQRD detector loses about 8,5 dB, 5,5 dB, 4,8 dB SNR

gains compared with the ML, ISQRD and MBLAST ones, respectively. The

SNR gain gaps between the MSQRD detector and other detectors increase

when the BER is smaller. At BER = 10−5, the MBLAST and the ISQRD

detectors have lower SNR gains about 4,5 dB and 4 dB than the ML one.

However, two detectors’ complexities significantly decrease. Particularly, at

the HRSM (6,6) system in Figure 2.2, the MBLAST and ISQRD detectors

respectively decreases 75 and 149 times about complexity compared to the

ML one.

When the number of transmit antennas increases to 8, i.e., the HRSM (8,8)

system using 16-QAM technique, the complexity gaps between the MBLAST,

ISQRD detectors and the ML one increase. Particularly, these detectors’ com-
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plexities respectively decreases about 1509 and 1523 times compared with

that of the ML one. However, the cost of decreasing complexity is that two

detectors’ performances is respectively loser 7,5 dB and 4,5 dB about SNR

gains than that of the ML one at BER = 10−3 in Figure 2.4. Figure 2.2

and Figure 2.4 show that the MBLAST and the ISQRD complexities are

nearly the same. However, the ISQRD detector remarkably achieves higher

performance than that of the MBLAST one, especially at the high SNR re-

gion. In addition, the MBLAST detector tends to make the diversity or-

der of the HRSM system reduce more seriously than the ISQRD one as the

SNR increases. Based on performance and complexity analyses, telecommu-

nication researchers and designers can select an appropriate detector com-

prommising complexity and performance when they implement HRSM sys-

tems in practice.

2.2.5. The HRSM performance under spatial correlation effect

Theoretically, it is assumed that the space at the transmitter and the re-

ceiver is large enough to deploy the transmit and receive antennas. Therefore,

there is no correlation among these antennas. However, because the trans-

mitter and the receiver do not have a sufficiently large space to deploy the

transmit and receive antennas, it will creates a local dispersion effect. As a re-

sult, the MIMO systems’ performances are affected by the spatial correlation

effect among the transmit or the receive antennas.

To evaluate the spatial correlation effect, the channel matrix is supple-

mented the correlation element in the below model as follows

Hcorr = R
1
2
RH
(
R

1
2
T

)T
(2.17)
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where (nR × nR) RR and (nT × nT ) RT is respectively the spatial correlation

matrix at the receiver and transmitter.

In this section, we use a realistic correlated model that is the exponential

correlation one [39] to clearly illustrate the spatial correlation effect. In this

model, the components of RR and RT are determined as given

riq =

 rq−i, i ≤ q

r∗qi, i > q
, |r| ≤ 1, (2.18)

where r the correlation coefficient between two adjacent receive or transmit

antennas, r ≥ 0 and r = 0 when there is no spatial correlation effect. When

occuring the spatial correlation effect among transmit or receive antennas, the

detectors’ performances in the HRSM system decrease because the incorrect

detection probability of the SC codewords increases.
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Figure 2.5: BER comparison of the ML, MBLAST, MSQRD, and ISQRD detectors
for the (6,6) HRSM system, 4-QAM, correlation coefficients r=0 and 0.3.
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Figure 2.5 compares the detectors’ performances in the HRSM (6,6) sys-

tem using the 4-QAM technique under two channel conditions such as the

low correlated MIMO channel where the correlation coefficient r=0.3 and the

uncorrelated MIMO channel, r=0. The simulation results in Figure 2.5 show

that these detectors still achieve good performances under the low correlated

MIMO channel condition. At BER = 10−3, the MSQRD performance is less

about 6 dB SNR gain than that of the MBLAST and the ISQRD and approx-

imately 15 dB SNR gain than that of the ML one. At SNR > 24, 2 dB, the

MBLAST performance is better than that of the ISQRD. It can be explained

that because of the MBLAST detection structure, the MBLAST detector al-

ways selects the best signal to first detect. Meanwhile, the ISQRD detector

does not consider the first column of the channel matrix, so there will be

cases where the best signal can not be selected for detection process.

2.2.6. The HRSM system under imperfect channel

To evaluate the HRSM performance in simulation results, it is always as-

sumed to know perfect CSI at the receiver. However, in practice the HRSM

receiver is implemented channel estimation algorithms to estimate the chan-

nel matrix. Therefore, the estimated channel matrix always has a certain error

that will affect to the HRSM performance. As a result, in order to evaluate

imperfect CSI (I-CSI) effect to the system performance, a measurement pa-

rameter, β, expressing error estimation value, is proposed in [56] to evaluate

the channel estimation effect on the performances of wireless communication

systems, 0 ≤ β ≤ 1. Pefect CSI (p-CSI) when β = 1, i.e., 1 − β = 0. At



46

that time, the channel matrix of the HRSM system is presented as given

^

H = βH + (1− β) E, (2.19)

where E is a nR × nT matrix. The entries of the E matrix are i.i.d. complex

Gaussian random variables with zero mean and unit variance, i.e., CN (0, 1).
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Figure 2.6: Comparison the performance of the ML, MBLAST, MSQRD, and ISQRD
detectors in the HRSM system (4,4), 4-QAM technique under imperfect
CSIs such as β=0.85 and 0.7.

Figure 2.6 compares the performance of the MSQRD, MBLAST, ISQRD,

and ML detectors for the HRSM system, having 4 transmit and 4 receive an-

tennas using 4-QAM technique, in two I-CSI scenarios β =0.85 and β =0.7,

i.e., the channel estimation errors is respectively 15% and 30%. The simu-

lation results show that with low estimation error, these detectors still have

good performances. When the estimation error increases, these detector per-



47

formances deteriorate approximately 1 dB about SNR gain. Therefore, we can

infer the HRSM performance when the channel estimation error increases, i.e.,

the coefficient β decreases.

2.3. A new BEP upper bound of the HRSM system

In this section, the above ML detection algorithm is re-expressed as in

[35]. In addition, before begining to demonstrate the tigher new BEP upper

bound, the proposed BEP upper bound for the HRSM system [46] is also

briefly discussed.

For a given sk, k = 1, 2, ..., K,, the modulated symbol x̂k is recovered

as given

x̂k = arg min
x∈Ωx

∥∥∥y − h̃kx
∥∥∥2

. (2.20)

Several parameters are defined as follows

x̄k =
<
(
yHh̃k

)
∥∥∥h̃k

∥∥∥2 − j
=
(
yHh̃k

)
∥∥∥h̃k

∥∥∥2 , (2.21)

Rk = ‖y‖2 −
∥∥∥h̃k

∥∥∥2

‖x̄k‖2
, (2.22)

dk (y, x) = ‖x− x̄k‖2
. (2.23)

At that time, the target function in the equation (2.20) is rewritten as given∥∥∥y − h̃kx
∥∥∥2

=
∥∥∥h̃k

∥∥∥2

dk (y, x) +Rk. (2.24)

Because Rk does not depend on x, the equation (2.20) can be reduced as given

x̂k = arg min
x∈Ωx

dk (y, x) . (2.25)

With each x̂k detected above, we define the Lk parameter as follows

Lk =
∥∥∥h̃k

∥∥∥2 (
dk (y, x̂k)− |x̄k|2

)
. (2.26)
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Therefore, the index of sk can be recovered according to

k̂ = arg min
k=1,2,...,K

Lk. (2.27)

Finally, the SC codeword and the modulated symbol are estimated by the k

index as follows

ŝ = sk̂, x̂ = x̂k̂. (2.28)

From ŝ and x̂ estimated above, (l +m) data bits are recovered.

2.3.1. The union bound of the HRSM system

According to [34], [46], the union bound (i.e., upper bound) of the HRSM

scheme is given by

Pe ≤
1

(l +m)N

N∑
i=1

N∑
q=1

P (ci → cq)wi,q, (2.29)

where P (ci → cq) is the pairwise error probability (PEP) of deciding cq

while ci is transmitted. The PEP P (ci → cq) is evaluated by averaging

P (ci → cq|H) over the channel matrix H as presented in [34], [45]. N =

KM = 2l+m is the total number of the HRSM codewords and wi,q is the

number of erroneous bits between ci and cq.

2.3.2. A new BEP upper bound of the HRSM system

In this section, a novel theorem and the corresponding demonstration are

presented so as to derive the new upper bound for the HRSM scheme using

QAM modulation. Firstly, we define the concept of "nearest symbol" as fol-

lows: Let x, x′ ∈ Ωx, x
′ 6= x where Ωx is a QAM constellation. Then x and x′

are said to be "nearest symbol" if and only if the Euclidean distance between

x and x′ is minimum.
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Theorem: Given a transmitted HRSM codeword matrix ci = skxn, i =

1, 2, ..., N ; k = 1, 2, ..., K; and n = 1, 2, ...,M, Let us define Vn is the set of

nearest symbols of xn and V̄n = Ωx−Vn is the set of remaining symbols that

are not nearest symbols of xn. In addition, we define the set of SC codewords

from the nearest symbols as given

Ωi = Ωc −
{
c ∈ Ωc|c = skxv, xv ∈ V̄n

}
, (2.30)

where Ωc is the set of the total N HRSM codewords c. The new upper bound

for the BEP of the HRSM scheme is given as follows

Pe ≤
1

(l +m)N

N∑
i=1

∑
cq∈Ωi

P (ci → cq)wi,q. (2.31)

Proof : Assumed that y is the received signal vector and then the receiver

decides the codeword cq = skxv ∈ Ωc − Ωi while the codeword ci = skxn is

transmitted, where xv ∈ V̄n and xv 6= xn. By the above definition of ci and

cq, we can clearly see that as both ci and cq have the same sk, the detector

estimates x as xv instead of xn.

Let us define Vn = {xn1, xn2, ..., xnQ} where Q only can be equal to 2, 3

or 4 when considering the construction of the QAM constellation symbols. In

order to prove the equation (2.31), we need to prove that the PEP P (ci → cq)

is repeatedly calculated and can be eliminated in the estimation process of the

average error probability Pe. An example illustrating the calculation overlap

in the average PEP estimation process of the union bound is presented as in

Appendix C.

Following the definition in the equation (2.23), we can see that dk (y, xv) is

the minimum value among {dk (y, x) |x ∈ Ωx} because xv is the solution of

equation (2.25). With two nearest symbols xv and xn, the distance between
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two SC codewords cq = skxv and ci = skxn is always the closest because of

(ci − cq)
H

(ci − cq) = (sk∆x)
H

(sk∆x)

= ‖sk‖2|∆x|2,

where ‖sk‖2
= C, ∀sk ∈ ΩS, with C is a fixed constant as all entries of

sk, sk ∈ {±1,±j}, ∆x = xv − xn. The Euclidean distance among two SC

codewords depends on the distance among two nearest symbols |∆x|2. To

eliminate P (ci → cq) from the upper bound (2.29), we have to prove that

there exists at least a index nq ∈ {n1, n2, ..., nQ} such that [8]{
y|dk (y, xv) = min

x∈Ωx
dk (y, x)

}
⊂
{
y|dk

(
y, xnq

)
≤ dk (y, xn)

}
. (2.32)

This is equivalent to show that

dk
(
y, xnq

)
≤ dk (y, xn) . (2.33)

For each nq ∈ {n1, n2, ..., nQ}, let us define

Vn,nq =
{
y|dk

(
y, xnq

)
≤ dk (y, xn)

}
, (2.34)

En = E −
{

y|dk (y, xn) = min
x∈Ωx

dk (y, x)

}
. (2.35)

where the set E contains every point on the QAM modulation plane. Here,

to prove the equation (2.33), we need to show that⋃
nq=n1,n2,...,nQ

Vn,nq = En. (2.36)

We consider the plane E as a Voronoi diagram generated by M -QAM

modulation symbols. For the case of Q = 2, i.e., xn has two nearest symbols

xn1
and xn2

as shown in Figure 2.7. we can easy see that the Voronoi region

generated by xn corresponds to E−En as the blue region and the remaining
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white region corresponds to En. The red vertical line divides the plane E into

2 half-plane, one of them that contains xn1
, corresponds to Vn,n1

. Similarly,

we also define the region of Vn,n2
. By observing 2.7, we can easily verify the

accuracy of the equation (2.36). Similarly to the case of Q = 2, we also

successfully prove the equation (2.36) is true in case of Q = 3 or Q = 4.

Hence, the prove is proved completely.

Fig. 1. The construction of QAM constellation symbols with 2 close symbols
of xn.

V. NUMERICAL RESULTS AND COMPARISON

In this section, we compare the new bound with the union
bound and simulation results of a number of HR-SM configu-
rations. For convenience, we denote a MIMO system with nT

transmit antennas and nR receive antennas as the (nT , nR)
system.
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Fig. 2. The new upper bound, the union bound and simulation curve for the
BER of the (2, 2) HR-SM system using 64-QAM modulation.

In Fig. 2, the new upper bound, the union bound and
simulation result for the BER of the (2, 2) HR-SM system
using 64-QAM modulation are shown. As indicated in Fig. 2,
we can see that both the union bound and the new bound are
very close to the simulation curve in sufficiently high SNR
regions, however, in low SNR regions, they are still loose. We
obseve that the new bound is closer to the simulation curve
and at BER = 10−3, it is tighter than the union bound by an
SNR gain of approximately 0.5 dB.

Fig. 3 compares the new upper bound with the union bound
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Fig. 3. The new upper bound, the union bound and simulation curve for the
BER of the (2, 2) HR-SM system using 256-QAM modulation.

and simulation result for the BER of (2, 2) HR-SM system
using 256-QAM modulation. We again see from Fig. 3 that
the new upper bound is remarkably closer to the simulation
curve than the union bound. Obviously, by using the higher
modulation order, the new bound in Fig. 3 is much better than
that in Fig. 2. In particular, at BER = 10−4, the new bound is
tighter than the union bound by approximately 1 dB in SNR.
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Fig. 4. The new upper bound, the union bound and simulation curve for the
BER of the (2, 4) HR-SM system using 256-QAM modulation.

The comparison for the (2, 4) HR-SM system using 256-
QAM modulation is shown as in Fig. 4. The new upper bound
is very close to the simulation curve, especially when the SNR
is greater than 20 dB. We also can look at BER = 10−1, the
new bound is tighter than the union bound about 1.5 dB in
SNR.

According to all three figures above, we can also conclude
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Figure 2.7: The construction of QAM constellation with two nearest symbols xn1 and
xn2 of xn.

Finally, we will formulate the number of excluded PEPs. Among the total of

M = 2m QAM constellation symbols, where m ≥ 2 is an even number, there

are 4 symbols which has 2 nearest symbols, 4
(√

M − 2
)
symbols which have

3 nearest symbols and
(√

M − 2
)2

symbols which have 4 nearest symbols.

For instance, with 16-QAM modulation (i.e.,M=16), the number of symbols



52

having 2, 3, or 4 nearest symbols respectively is 4, 8, and 4. Each symbol

having 2, 3, or 4 nearest symbols, the number of excluded non-zero PEPs is

M − 3, M − 4, and M − 5, respectively. Thus, the total number of excluded

non-zero PEPs is calculated as follows

K

(
4 (M − 3) + 4

(√
M − 2

)
(M − 4) +

(√
M − 2

)2

(M − 5)

)
= K

(
M 2 − 5M + 4

√
M
)
.

(2.37)

while, the number of non-zero PEPs of the union bound in the equation

(2.29) is N (N − 1) = KM (KM − 1). The equation (2.37) shows that the

number of excluded non-zero PEPs increase when the modulation order M

increases. In such cases, we expect that the new upper bound is much tighter

than the union bound.

2.3.3. Result analysis

In this section, we compare the new bound with the union bound and

simulation results of a number of HRSM configurations. For convenience, we

denote a MIMO system with nT transmit and nR receive antennas as the

(nT , nR) system.

In Fig 2.8, the new upper bound, the union bound and simulation results for

the BER of the (2,2) HRSM system using 64-QAM are shown. As indicated in

Fig 2.8, we can see that the union bound and the new bound are very close to

the simulation curve in sufficiently high SNR region, SNR ≥ 30 dB, however,

in low SNR region they are still loose. We observe that the new bound is

closer to the simulation curve. Particularly, at BER = 10−3, the new bound

is tighter than the union bound by an SNR gain of approximately 0.5 dB.
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Figure 2.8: The new upper bound, the union bound and simulation curve for the BER
of the (2,2) HRSM system using 64-QAM.
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Figure 2.9: The new upper bound, the union bound and simulation curve for the BER
of the (2,2) HRSM system using 256-QAM.
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Fig. 2.9 compares the new upper bound with the union bound and simu-

lation results for the BER of (2,2) HRSM system using 256-QAM technique.

we again see from Fig. 2.9 that the new upper bound is remarkably closer to

the simulation curve than the union bound. Obviously, by using the higher

modulation order, the new bound in Fig. 2.9 is much better than that in Fig.

2.8. Particularly, at BER = 10−4, the new bound is tighter than the union

bound by approximately 1 dB in SNR.
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Figure 2.10: The new upper bound, the union bound and simulation curve for the
BER of the (2,4) HRSM system using 256-QAM.

Similarly, the comparison for the (2,4) HRSM system using 256-QAM tech-

nique is shown as in Fig. 2.10. The new upper bound is very close to the

simulation curve, especially when the SNR is greater than 20 dB. We also

can look at BER = 10−1, the new bound is tighter than the union bound

abour 1.5 dB in SNR.

From these above figures, we can see that the tighter new bound is verified
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by simulation results. In addition, the higher the modulation order is used,

the tighter the new upper bound is.

2.4. Conclusion

The related studies about the HRSM system are generated and presented.

In this model, although the ML detection algorithm has the best perfor-

mance, this algorithm is difficult to implement in practice because of the

high detection complexity. As a result, to overcome this issue, low complexity

sub-optimal detection algorithms, attaining good performances, are proposed

for the HRSM system. In addition, a tighter new PEP upper bound for this

system is also proposed to exactly verify the HRSM performance at high

SNR region. Particularly, the new scientific results in this chapter are pre-

sented as follows

• Based on the conventional detectors for the MIMO systems, three de-

tectors such as MBLAST, MSQRD and ISQRD, having low complexity

and significantly good performance, is proposed for the HRSM systems.

These detectors have potential applications when the HRSM systems are

deployed in practice;

• Based on the Verdu theorem [65], a tighter new PEP upper bound for the

HRSM system using M -QAM technique is proposed. Through this new

upper bound, we can estimate the HRSM performance more accuracy,

especially at the high SNR region.



Chapter 3

A NEW MIMO-SM SCHEME ACHIEVING HIGH
SPECTRAL EFICIENCY

In this section, a Spatially Modulated Space Time Block Coding scheme,

called DT-SM is proposed by combining the conventional Double Space Time

Transmit Diversity (DSTTD) [27] with Spatial Modulation. From a set of 16

SC codewords for the DT-SM system equipped with 4 transmit antennas,

a generalized procedure to design SC codewords for this system equipped

with the arbitrary number of transmit antennas greater than 4 is proposed.

Therefore, the DT-SM spectral efficiency significantly increases compared

with the existing MIMO-SM systems, particularly CDT−SM = 1
2

log2(16nC)+

2 log2M (bpcu) where n̄T = nT −4 và nC = 2blog2 (nTn̄T)c. In addition, a PEP

union bound of the DT-SM system under the correlated quasi-static Rayleigh

fading channel is derived. In order to achieve the ML performance at reduced

detection complexity, a modified SD algorithm based on the conventional

Schnorr-Euchner SD algorithm is developped. Finally, simulation results show

that the DT-SM scheme outperforms the existing MIMO and MIMO-SM

schemes even in the case of correlation channel. This study is published in

the fourth work.

56
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Figure 3.1: A DT-SM system diagram.

3.1. The DT-SM system model

Fig. 3.1 presents a DT-SM scheme equipped with nT transmit and nR

receive antennas. At each symbol period, 4 out of nT transmit antennas are

activated to emit signals into the air. In this model, information bits are

conveyed by two parts such as

• An nT × 4 SC codeword S;

• An 4× T DSTTD codeword X where T = 2 symbol periods.

We assume that data are fed into the DT-SM transmitter in blocks including

(l + 4m) bits as given

• The first part, l bits, are mapped into a SC codeword S which is selected

from the set ofK SC codewords (K = 2l) in the spatial constellation ΩS;

• The last part, 4m bits, are modulated by M -QAM/PSK modulators to

get a 4 × 1 signal vector x = [ x1 x2 x3 x4 ]
T
. This vector is then
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encoded to generate a 4× 2 DSTTD code matrix X as follows

X =

 x1 x2 x3 x4

−x∗2 x∗1 −x∗4 x∗3


T

. (3.1)

After that, the DT-SM codeword C is generated by multiplying the SC

codeword S by the DSTTD matrix X, i.e., C = SX. Finally, this codeword

is transmitted over nT transmit antennas in 2 symbol periods.

Under the assumption that the channel is quasi-static flat fading, the nR×2

received signal matrix Y is given by

Y =

√
γ

4Es

HC + N =

√
γ

4Es

HSX + N (3.2)

where H and N respectivelty denotes the nR × nT channel matrix and the

nR × 2 noise matrix. The entries of both H and N are assumed to be i.i.d.

Gaussian random variables with zero mean and unit variance, i.e., CN (0, 1).

γ is the average SNR at each receive antenna. Es is the average energy of a

M -QAM/PSK modulated symbol. Furthermore, the SC codeword S is nor-

malized such that the ensemble average of the trace of SHS is equal to 4, i.e.,

E (trace (SHS)) = 4.

3.2. SC codeword design for 4 transmit antennas

In this section, a set of 4 basic SC codewords are first designed. Then,

the number of SC codewords are extended to 16 by multiplying the basic SC

codewords by appropriate post-coding matrices where these post-coding ma-

trices’ application is the most optimal way without deteriorating the coding

gain of the DT-SM system.
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3.2.1. Basic SC codeword design

For the DT-SM system with nT = 4 transmit antennas, the set of 4 basic

SC codewords is proposed as follows

S1 =



1 0 0 0

0 1 0 0

0 0 ejθ 0

0 0 0 e−jθ


;

S2 =



0 0 ejθ 0

0 0 0 e−jθ

1 0 0 0

0 1 0 0


;

S3 =



0 0 ej2θ 0

0 e−jθ 0 0

ejθ 0 0 0

0 0 0 e−j2θ


;

S4 =



ejθ 0 0 0

0 0 0 e−j2θ

0 0 ej2θ 0

0 e−jθ 0 0


.

(3.3)

where θ is a rotation angle to optimize. In order for the proposed DT-SM

scheme to achieve second order transmit diversity, the rotation angle θ is

optimized using the rank and determinant criteria in [61]. Particularly, the

rotation angle θ is exhaustively searched on computer in [0, π/2] interval to

find the optimal value of θ, θo, that maximizes the minimum coding gain
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distance (CDG), δmin (θ), for all pairs of distinct DT-SM codewords C 6= Ĉ

is given by

δmin(θ) = min
C6=Ĉ

det

[(
C− Ĉ

)H (
C− Ĉ

)]
, (3.4)

θo = arg max
θ∈[0,π/2]

δmin(θ). (3.5)

Because of the symmetry of the DSTTD matrix X and the SC codeword

S, the searching process for the optimal angle θo can be reduced as given

δmin,1(θ) = min
∀xk,x̂n

fI(θ), (3.6)

δmin,2(θ) = min
∀xk,x̂n

fII(θ), (3.7)

δmin(θ) = min(δmin,1(θ), δmin,2(θ)), (3.8)

θo = arg max
θ
δmin(θ). (3.9)

where fI(θ) and fII(θ) are the CDG functions clearly presented in AppendixD.

Comparing the search based on the equations (3.4)-(3.5) with those in

(3.6)-(3.9), we can see clearly that the complexity of the searching process

has been greatly reduced. This complexity reduction allows to use computer

search to find the optimum rotation angle θo. Table 3.1 summarizes the opti-

mum rotation angle θo and the corresponding minimum CDGs obtained for

different types of modulation.

Table 3.1: Optimal θo and the corresponding minimum CDGs for the DT-SM scheme
with basic SC codewords

Modulation BPSK 4QAM 8QAM 16QAM 32QAM

θo(rad) 1.01 1.068 1.068 1.17 1.3

dmin 13.56 3.9 3.9 1.17 0.55
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3.2.2. Design of extended SC codewords

In order to have more SC codewords, we first define a basic 4 × 4 post-

coding matrix as follows

E =



0 ejα 0 0

0 0 ejα 0

0 0 0 ejα

1 0 0 0


(3.10)

where α is another rotation angle to be optimized.

Multiplying the basic codewords in the equation (3.3) by appropriate ver-

sions of this post-coding matrix E provides us 12 additional SC codewords

as given

S5:8 = S1:4E (3.11)

S9:12 = S1:4E
2 (3.12)

S13:16 = S1:4E
3. (3.13)

As a result, generally we will have 16 SC codewords for the DT-SM system

equipped with 4 transmit antennas. Therefore, being beside the information

bits conveyed by the DSTTD matrix, the DT-SM system will additionally

carry 4 information bits in 2 symbol periods.

Similarly, in order for the DT-SM scheme to achieve full diversity with max-

imum coding gain, the rotation angle α is also optimized for E using the rank

and determinant criteria similar to those defined in the equation (3.4)-(3.5).

Table 3.2 shows the optimum rotation angle θo, αo and the corresponding

minimum CDGs for different types of modulation with 16 SC codeword 1.
1The larger constellation size M is, the more searching time is required for the optimal θo and αo. Our simulation
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Table 3.2: Optimum θo, αo, and the corresponding minimum CGDs for the DT-SM
scheme with 16 SC codewords

Modulation BPSK 4QAM 8QAM 16QAM

θo(rad) 1.01 1.068 1.068 1.17

αo(rad) 1.4 1.43 0.9 1.29

δmin 1.05 0.73 0.19 0.035

3.3. SC codeword design for an arbitrary transmit antennas

In this section, we utilize 16 SC codewords constructed above to gener-

ate suitable SC codewords for a DT-SM system equipped with the number

of transmit antennas greater than 4. Particularly, a DT-SM system with 6

transmit antennas is presented to illustrate the generalized SC codeword de-

sign procedure. Simply, we only consider an example of a SC codeword and

then this generalizes it to the entire spatial constellation ΩS. From the first

SC codeword S1 in the equation (3.3), we can build 15 SC codewords S1
1:15,

for nT = 6 by combining two 1 × 4 zero vectors 0 = [ 0 0 0 0 ] with 4

rows of S1, namely, [ s1,1 s1,2 s1,3 s1,4 ]
T
, as follows

S1
1 =



s1,1

s1,2

s1,3

s1,4

0

0


, S1

2 =



s1,1

s1,2

s1,3

0

s1,4

0


, S1

3 =



s1,1

s1,2

s1,3

0

0

s1,4


,

results show that the proposed DT-SM scheme can achieve high BER performance if it utilizes (θo = 1.3, αo = 0.43)
for 32-QAM and (θo = 1.37, αo = 0.785) for the remaining M -QAM constellations.
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S1
4 =



s1,1

s1,2

0

s1,3

s1,4

0


, S1

5 =



s1,1

s1,2

0

s1,3

0

s1,4


, S1

6 =



s1,1

s1,2

0

0

s1,3

s1,4


,

S1
7 =



s1,1

0

s1,2

s1,3

s1,4

0


, S1

8 =



s1,1

0

s1,2

s1,3

0

s1,4


, S1

9 =



s1,1

0

s1,2

0

s1,3

s1,4


,

S1
10 =



s1,1

0

0

s1,2

s1,3

s1,4


, S1

11 =



0

s1,1

s1,2

s1,3

s1,4

0


, S1

12 =



0

s1,1

s1,2

s1,3

0

s1,4


,

S1
13 =



0

s1,1

s1,2

0

s1,3

s1,4


, S1

14 =



0

s1,1

0

s1,2

s1,3

s1,4


, S1

15 =



0

0

s1,1

s1,2

s1,3

s1,4


.
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Let us define n̄T = nT − 4. Then, it is straightforward to verify that for

each Sk,∀k = 1, 2, · · · , 16, constructed in Section 3.2.2, we can generate

N =
(
nT
n̄T

)
distinct SC codewords. This means that totally we can obtain

K = 16nC SC codewords where nC = 2blog2 (nTn̄T)c for a DT-SM system with

nT ≥ 5 transmit antennas. Then, the DT-SM spectral efficiency is calculated

as given

CDT−SM =
1

2
log2 (16nC) + 2m

=
1

2

⌊
log2

(
nT
n̄T

)⌋
+ 2 (m+ 1) (bpcu) (3.14)

However, this above SC codeword design method exists a problem that

needs to be solved. Particularly, in a MIMO channel with high correlation

among neighbouring antenna elements, the two SC codewords that have only

two different rows, e.g., S1
1 and S1

2, or S1
2 and S1

3 may be viewed as one SC

codeword at the receiver. In other words, there is a high probability that the

receiver can not distinguish them, leading to high bit error rate. In order

to overcome this problem, we propose to weight each combination with a

complex factor wl = ej
l�Υ
Υ , where � is the modulo operator of l and Υ,

l = 1, 2, · · · , corresponding to the SC codeword indices determined in the

generalized SC codeword design procedure, and Υ is some positive integer to

be optimized. For example, l = 1,Υ = 6, we have w1 = ej
1�6

6 = ej
1
6 .

In general, for a given nT ≥ 5 transmit antennas and an M -QAM modu-

lation type, the design procedure for SC codewords is summerized as follows

1. Select suitable optimum rotation angles θo and αo according to Table

3.2; generate 16 basic SC codewords based on (3.3), and (3.11)-(3.13);

Define n̄T = nT − 4 as the number of inactive transmit antennas at
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a symbol period.

2. Compute the number of antenna combinations N =
(
nT
n̄T

)
, and set l = 1.

3. Generate the l-th combination of n̄T zero vectors, 0, with the 4 rows of

a 4× 4 matrix Z, i.e., generate the combination vector gl that indicates

the indices of active and inactive antennas (making sure that gl 6= gn for

n = 1, 2, · · · , l − 1); and set q = 1.

4. Set Z = Sq; generate a new SC codeword using the combination vector gl;

and multiply the newly generated SC codeword by the weight factor wl.

5. Let q = q + 1; if q ≤ 16, then go to Step 4.

6. Let l = l + 1; if l ≤ N , then go to Step 3.

7. Select the first K = 2blog2(16N)c generated codewords as the desired SC

codewords for the DT-SM system.

Table 3.3: Comparison of number of SC codewords and spectral efficiency of the DT-
SM system and SM-OSTBC system C(nT , nR, 4) using M -QAM.

nT 5 6 7 8

nC 4 8 32 64

KDT-SM 64 128 512 1024

CDT-SM (bpcu) 3 + 2m 3.5 + 2m 4.5 + 2m 5 + 2m

KSM-OSTBC 16 32 32 64

CSM-OSTBC (bpcu) 2 +m 2.5 +m 2.5 +m 3 +m

Table 3.3 compares the number of SC codewords and spectral efficiency of a

DT-SM system with those of an SM-OSTBC system [35], [70] for nT transmit

antennas and 4 active antennas. Ome can see from Table 3.3 that the proposed

DT-SM scheme noticeably increases the number of SC codewords, thereby

enabling us to achieve higher spectral efficiencies in the spatial modulation
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domain. For example, when nT = 8, the DT-SM scheme offers 1024 SC

codewords (corresponding to a spectral efficiency of 5bpcu) as compared to

64 SC codewords (3bpcu) of the SM-OSTBC system.

3.4. The DT-SM performance evaluation

In this section, we analyze error performance of the proposed DT-SM

schemes by evaluating their PEP and providing an upper bound for the bit

error probability (BEP) under the assumption that the channel is correlated

quasi-static Rayleigh fading.

Assuming b = (l + 4m) information bits are transmitted using one among

the total of N = KM 4 DT-SM codeword matrices C1,C2, ...,CN , i.e, b =

log2N . An upper bound on the average BEP of the proposed DT-SM scheme

is given by the following union bound [3]

Pb ≤
1

N

N∑
i=1

N∑
q=1

P (Ci → Cq)wi,q

b
, (3.15)

where P (Ci → Cq) is the PEP of deciding the DT-SM codeword Cq given

that the codeword Ci is transmitted. wi,q is the Hamming distance between

the two codewords Ci and Cq.

For a correlated quasi-static Rayleigh fading channel, the correlated chan-

nel matrix can be modeled as in the equation (2.17) of Section 2.2.5, Chapter

2. Therefore, we can write as given

vec (Hcorr) = R
1
2 vec (H) .

Then, the PEP, conditioned on the channel Hcorr is determined [3] as given

P (Ci → Cq|Hcorr) = Q

(√
1

2

(
γ

4Es

)
d2 (Ci,Cq)

)
, (3.16)
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where Q (y) = 1√
2π

∞∫
y

e−
x2

2 dx is the Gaussian tail probability, and d2 (Ci,Cq)

is the modified Euclidean distance between Ci and Cq given by

d2 (Ci,Cq) = ‖Hcorr (Ci −Cq)‖2
. (3.17)

The PEP P (Ci → Cq) can be obtained by averaging the conditional PEP

in the equation (3.16) over all realizations of Hcorr as in [3] as given

P (Ci → Cq) =
1

π

∫ π
2

0

Φ

(
− γ

16Es sin2 θ

)
dθ, (3.18)

where Φ(s) is the moment generating function (MFG) of the random variable

d2(Ci,Cq), and P (Ci → Cq) is evaluated at s = − γ

16Es sin2 θ
.

Defining ∆i,q = (Ci − Cq)(Ci − Cq)
H , the modified Euclidean distance

d2(Ci,Cq) can be evaluated as follows [24]

d2(Ci,Cq) = trace
(
Hcorr∆i,qH

H
corr

)
= vec

(
HH

corr

)H
(InR ⊗∆i,q) vec

(
HH

corr

)
= vec

(
HH

)H
R

H
2 (InR ⊗∆i,q) R

1
2 vec

(
HH

)
, (3.19)

where R = RR ⊗RT is the covariance matrix of vec (HH
corr).

From the equation (3.19), we can see that vec (HH)
H
lis a zero-mean Gaus-

sian vector with covariance matrix RH = InTnR and that R
H
2 (InR ⊗∆i,q) R

1
2

is a ma Hermitian matrix, the MGF of d2(Ci,Cq) is shown to be [24]

Φ(s) = det
(
InTnR − sR

H
2 (InR ⊗∆i,q) R

1
2

)−1

= det (InTnR − sRR ⊗ (∆i,qRT ))
−1
. (3.20)

We decompose RR and ∆i,qRT as given

RR = VΨVH ,

∆i,qRT = UΘUH , (3.21)
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where V and U are respectively the nR× nR and nT × nT unitary matrices,

Ψ is an nR × nR diagonal matrix containing nR eigenvalues of RR, and Θ

is an nT × nT diagonal matrix containing nT eigenvalues of ∆ijRT . We can

write [10] as follows

RR ⊗ (∆i,qRT ) =
(
VΨVH

)
⊗
(
UΘUH

)
= (V ⊗U) (Ψ⊗Θ)

(
VH ⊗UH

)
. (3.22)

Because V and U are unitary matrices, it follows that (V ⊗U) is also an

unitary one. Particularly, VVH = I = UUH , we have

(V ⊗U) (V ⊗U)
H

= (V ⊗U)
(
VH ⊗UH

)
=
(
VVH

)
⊗
(
UUH

)
= I.

This implies that: 1) The equation (3.22) is the eigenvalue decomposition of

the matrix RR ⊗ (∆i,qRT ); 2) (Ψ⊗Θ) contains all nRnT the eigenvalue of

RR ⊗ (∆i,qRT ), κi,q,l, l = 1, 2, · · · , nRnT .

Using the result in (3.22), the MGF in (3.20) can be re-expressed as

Φ(s) =
nRnT∏
l=1

(1− sκi,q,l)−1
. (3.23)

However, note that since the rank of (∆i,qRT ) is always equal to two, Θ and

RR ⊗ (∆i,qRT ) respectively have at most 2 and 2nR non-zero eigenvalues.

Consequently, the PEP in the equation (3.18) can be re-written as given

P (Ci → Cq) =
1

π

∫ π
2

0

2nR∏
l=1

(
1 +

γκi,q,l

16Es sin2 θ

)−1

dθ. (3.24)

Substituting (3.24) into (3.15) and taking into account the fact that wi,q =



69

wq,i, wi,i = 0, and P (Ci → Cq) = P (Cq → Ci), we finally get

Pb ≤
2

bN

N−1∑
i=1

N∑
q=i

wi,q

π

∫ π
2

0

2nR∏
l=1

(
1 +

γκi,q,l

16Es sin2 θ

)−1

dθ. (3.25)

Considering the equations (3.21)-(3.24) we can see that under spatially

correlated MIMO channels, the BER performance of the DT-SM depends

not only on the receive correlation matrix RR but also on product of the

transmit correlation matrix RT and ∆ij. It can also be inferred from the

equation (3.21) that may alter the characteristics, i.e., reduce the rank and/or

the coding gain, of the proposed DT-SM codewords because Θ depends on

both RT and ∆ij. Consequently, a good design of the SC codewords could

reduce the impact of the transmit antenna correlation. This insight allows us

to come up with a simple way of weighting the SC codewords so as to ease

the effect of transmit antenna correlation. The approach has been presented

in the Section 3.3. The effectiveness of the proposed approach will be proved

via simulation and analytical results in Section 3.7.

3.5. Signal detection for the DT-SM system

For a given matrix Sk, k = 1, . . . , K, we can construct an nR×4 equivalent

matrix H̃k as H̃k =
√

γ
4Es

HSk. Therefore, the system equation in (3.2) can

be re-written as

Y = H̃kX + N. (3.26)

The structure of the DSTTD codeword X allows us to re-express (3.26) as

u = He,kx + n, (3.27)
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where

x = [ x1 x2 x3 x4 ]
T
,

He,k =

h̃1 h̃2 h̃3 h̃4

h̃∗2 −h̃∗1 h̃∗4 −h̃∗3

 ,
with h̃q, q = 1, 2, .., 4, being the q-th column of H̃k; u = [ y1 y∗2 ]

T
; n =

[ n1 n∗2 ]
T
; yq and nq, q = 1, 2, are respectively the qth column of Y and N.

Further converting the complex-valued system equation (3.27) into the

equivalent real-valued one, we finally obtain

v = Mks + w, (3.28)

where

Mk =

< (He,k) −= (He,k)

= (He,k) < (He,k)

 , (3.29)

s = [ <(x) =(x) ]
T
, v = [ <(u) =(u) ]

T
, và w = [ <(n) =(n) ]

T
.

The DT-SM system equation in (3.28) is now similar to that of the conven-

tional MIMO SMX system. As a result, the sphere decoders in [7], [11], [13]

can be applied to detect the modulated symbol x for the given SC codeword

Sk. In this paper, based on Schnorr-Euchner sphere decoder in [13], we pro-

pose a low-complexity SD decoder for signal recovery at the DT-SM receiver.

Performing QR decomposition on Mk, we have

Mk = QkRk, (3.30)

where Qk is a 4nR × 8 orthogonal matrix, i.e., QH
k Qk = I8. Rk is an 8 × 8

upper triangular matrix.
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Pre-multiplying both sides of (3.28) by QH
k , we obtain

tk = Rks + w̄k, (3.31)

where tk và w̄k are respectively the 8×1 received signal vector and the 8×1

noise vector after pre-filtering vk by Qk.

Applying the detection equation in [35], we have

‖tk −Rks‖2
= ‖v −Mks‖2 − vHv + tHk tk. (3.32)

Thus, the ML decoding rule for s conditioned on Sk can be written as

(̂s)k = arg min
s∈ΩN
‖v −Mks‖2

= arg min
s∈ΩN
‖tk −Rks‖2

+ vHv − tHk tk, (3.33)

where ΩN is the set of integers corresponding to the M -QAM constellation.

Using all possible (̂s)k, for k = 1, 2, · · · , K, it is possible to determine the

index k̂ associated with the transmitted SC codeword Sk using the following

cost function

k̂ = arg min
k=1,2,··· ,K

‖tk −Rk(̂s)k‖
2

+ vHv − tHk tk. (3.34)

After that, the signal vector ŝ corresponding to the transmitted signal

vector x can be recovered as ŝ = (̂s)k̂.

The proposed SD can be summarized in Table 3.4.

3.6. Complexity analysis

In this section, we analyze the detection complexity of the DT-SM receiver

using the proposed SD and compare it with several related MIMO receivers

adopting the conventional SE-SD sphere decoder in [13]. The flop regulations

are similar as in Section 2.2, Chapter 2.
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Table 3.4: The modified SE-SD detection algorithm

Step Performance

(1) Set k = 1, Dmin = C0, k̂ = 0, and ŝ = ∅.

(2)
Compute H̃k =

√
γ

4ES
HSk, generate Mk,

compute QR decomposition of Mk (Mk = QR) and t = QHv.

(3)
Compute the sphere radius R = Dmin − vHv + tHt,
and set Dtemp =∞.

(4)
If R ≤ 0, go to Step 11,
else set i = 8, T8 = 0, ξ8 = 0.

(5)
(DFE2 trên si) Set si = b(ti − ξi)/ri,ie,
and ∆ = sign(ti − ξi − ri,isi).

(6)

(Main step) If R < Ti + (ti − ξi − ri,isi)2, then go to Step 7.
Else if si /∈ ΩN go to Step 9.

Else if i > 1, then let ξi−1 =
∑8

j=i ri−1,jsj,

Ti−1 = Ti + (ti − ξi − ri,isi)2, i = i− 1, go to Step 5.
Else go to Step 8.

(7)
If i = 8, go to Step 10,
else set i = i+ 1 and go to Step 9.

(8)
Set R = T1 + (t1 − ξ1 − r1,1s1)2, Dtemp = R,
save s̆ = s, and set i = i+ 1.

(9) Let si = si + ∆i, ∆i = −∆i − sign(∆i), and go to Step 6.

(10)
Let Dtemp = Dtemp + (vHv − tHt).

If Dtemp < Dmin, then save ŝ = s̆ and k̂ = k, set Dmin = Dtemp.

(11) Set k = k + 1, if k ≤ K, goto Step 2.

(12)
If ŝ = ∅ (i.e., no solution found),
then increase C0 then go to Step 1, else terminate.

The complexity of the pre-processing stage ρPre, including those of com-

puting H̃k in (3.26), decomposition of Mk in (3.28), and signal vector tk,

k = 1, 2, ..., K, in (3.31) is calculated as given

ρPre =

[
2

T
(32nRnT + 536nR − 36) + (64nR − 8)

]
K. (3.35)

Therefore, the complexity calculation equation of the proposed SD is pre-

sented in the number of flops per bit as given

ρ =
ρPre + ρs
l + 4m

, (3.36)
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where the average complexity ρs per DT-SM codeword is obtained by count-

ing the number of flops required to obtain the recovered signals in the search-

ing stage (i.e., the flops required to carry out Step 3 to Step 11 of the proposed

SD). The complexity of the proposed SD algorithm is detailed in Appendix E.

DT−SM, ML DT−SM, SD Perfect Codes SM−OSTBC SM−DC DSSTD
0

1

2

3

4

5

6

7

lo
g 10

 (
flo

ps
/b

it)

Figure 3.2: Detection complexities of DT-SM, Perfect Codes, SM-OSTBC C(4, 4, 4),
SM-DC, and DSTTD with nT = 4, nR = 4 at SNR = 9 dB and 8 bpcu;
T = 80 symbol periods.

Fig. 3.2 compares the detection complexity of the DT-SM with that of

related MIMO schemes including SM-OSTBC [35], DSTTD [27], [31], Perfect

Codes [47], SM-DC [70] using a (4, 4) MIMO configuration. The complexity of

the SM-OSTBC has already been given in [35]. Suitable modulation schemes

are employed so that the spectral efficiencies of all schemes are equal to 8

bpcu. All compared systems use the SD algorithm at their receivers. It can

be observed from Fig. 3.2 that the proposed SD enables the DT-SM scheme

to substantially reduce detection complexity compared with the ML decoder.

With the aid of the proposed SD, detection complexity of the DT-SM scheme



74

DT−SM, ML DT−SM, SD BOSTC SM−OSTBC
0

1

2

3

4

5

6

7

lo
g 10

 (
flo

ps
/b

it)

Figure 3.3: Detection complexities of DT-SM, SM-OSTBC C(8, 8, 8) at SNR = 9 dB
and 9 bpcu, and BOSTC at SNR = 9 dB and 8 bpcu; with nT = 8, nR = 8;
T = 80 symbol periods.

is even lower than that of the SM-DC. Although, the DT-SM scheme has

slightly higher complexity than the Perfect Codes, the SM-OSTBC and the

DSTTD, it can provide better performance through the BER parameter, as

shown later.

In Fig. 3.3 we again see that a remarkable reduction in detection complexity

of the DT-SM can be obtained via the use of the proposed SD compared to

the adoption of the ML decoder. For the same spectral efficiency and antenna

configuration, the DT-SM offers lower detection complexity than the SM-

OSTBC C(8, 8, 8). In this case, the DT-SM utilizes 4-QAM modulation and

1024 SC codewords, while the SM-OSTBC adopts 8-QAM modulation and

4096 SC codewords to provide 9 bpcu. Consequently, the SM-OSTBC requires

higher computational load to process not only higher modulation order but



75

also more equivalent system equations. Note that in Fig. 3.3 although the DT-

SM exhibits a little higher detection complexity than the BOSTC, it actually

provides higher spectral efficiency.

3.7. Simulation results

The BER performance of the proposed DT-SM scheme is compared with

those of the state-of-the-art MIMO schemes such as SM-OSTBC [35], DSTTD

[27], SM-DC [70], Srinath-STBC [57], Perfect Codes [47], BOSTBC [64], and

HRSM [46]. For fair comparison, all schemes are equipped with the same

number of transmit antennas nT , receive antennas nR, and simultaneously

activated antennas nA, denoted as (nT , nR, nA). In order to achieve the same

spectral efficiency, appropriate modulation techniques are deployed at each

system. We further assume that the receiver perfectly knows the channel state

information and that all MIMO schemes use sphere decoders at their receivers.

3.7.1. Performance comparison

Fig. 3.4 compares the BER performance of the DT-SM with those of the

SM-OSTBC C(4, 4, 4), the rate-2 Srinath-STBC, the rate-2 Perfect Codes,

the SM-DC, and the DSTTD at 6 bpcu for (4, 4, 4) MIMO configuration. It

can be seen from the figure that the DT-SM outperforms all related schemes

for sufficiently high SNR∈ [6, 16] dB. Specifically, at BER = 10−3, the

proposed scheme offers about 1.1 dB gain over the Srinath-STBC and the SM-

DC, and around 1.5 dB over the SM-OSTBC, the DSTTD and the Perfect

Codes. The gaps between the BER curve of the DT-SM and those of the

Srinath-STBC and the Perfect Codes becomes smaller at BER = 10−5. This

is due to the fact that both the Srinath-STBC and the Perfect Codes achieve
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Figure 3.4: BER performances of the DT-SM, SM-OSTBC C(4, 4, 4), SM-DC,
DSTTD, Srinath-STBC, and Perfect Codes at spectral efficiency of 6
bpcu.

higher transmit diversity order than the proposed DT-SM.

In Fig. 3.5, we again see that the proposed DT-SM scheme still outperforms

most of related MIMO ones, including the SM-OSTBC, SM-DC, DSTTD, and

Perfect Codes, as the spectral efficiency increases to 8 bpcu. At BER = 10−3,

the SNR gains are approximately equal to 3.4 dB, 2 dB, 0.9 dB, and 0.7

dB, respectively. Note that these performance improvements are achieved at

the cost of higher decoding complexity, as discussed in Section 3.6. As SNR

reaches to about 12.5 dB, the performance of the DT-SM scheme surpasses

that of the HR-SM counterpart. Among related schemes, Srinath-STBC is the

only one that can offer higher BER performance than the DT-SM. However,

the performance gap in the SNR axis is only 0.5 dB at BER = 10−5.

Fig. 3.6 illustrates the BER curves of the DT-SM, STBC-SM, SM-OSTBC
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Figure 3.5: BER performances of the DT-SM, SM-OSTBC C(4, 4, 4), SM-DC,
DSTTD, Srinath-STBC, and Perfect Codes at spectral efficiency of 8
bpcu.

C(8, 8, 8), SM-OSTBC C(8, 8, 4), and BOSTC schemes in (nT , nR) = (8, 8)

antennna configuration and BER curve of the DSTTD scheme in (nT , nR) =

(4, 8) antenna configuration. Here, the number of active antennas is 2 for

the STBC-SM, 4 for the DSTTD, DT-SM and SM-OSTBC C(8, 8, 4), and

8 for the remaining systems. The spectral efficiency is equal to 9 bpcu for

the DT-SM, C(8, 8, 8) and C(8, 8, 4) and equal to 8 bpcu for the DSTTD

and BOSTC. We also include the upper bound for the BER of the DT-SM

in the figure. As we can see from Fig. 3.6, the upper bound guarantees that

our simulation results are reliable. In addition, the proposed DT-SM scheme

significantly outperforms all existing schemes except the BOSTC. The rea-

sons for this are as follows. To provide the same spectral efficiency of 9 bpcu,

both the STBC-SM and C(8, 8, 4) have to adopt high-order QAM constel-
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STBC−SM(8,8,2),128−QAM, 9 bpcu
SM−OSTBC(8,8,8), 8−QAM, 9 bpcu
SM−OSTBC(8,8,4), 64−QAM, 9 bpcu
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Figure 3.6: BER performances of the DT-SM, STBC-SM, SM-OSTBC C(8, 8, 8), SM-
OSTBC C(8, 8, 4) and BOSTC with nT = 8, DSTTD với nT = 4 at
spectral efficiency of 8 bpcu and 9 bpcu. all schemes adopt nR = 8 receive
antennas.

lations (i.e., 64-QAM and 128-QAM). Therefore, the BERs of both systems

are dominated by the BERs of QAM modulations. Although the C(8, 8, 8)

can reduce the modulation order to 8 (i.e., 8-QAM). This modulation still

results in much worse BER performance than 4-QAM modulation. Moreover,

the BER performance of C(8, 8, 8) is now dominated by the SC modulation

because it has to utilize a total of 4096 SC codewords to bear 12 information

bits. Consequently, its BER performance gets even worse. In contrast, the

combination of SM modulation (with as total of 1204 SC codewords) and the

rate-2 DSTTD coding scheme allows the DT-SM to adopt 4-QAM modula-

tion. Therefore, it is able to obtain very high BER performance. Specifically,

at BER = 10−5, the proposed scheme offers around 3.8 dB, 4.3 dB and 7 dB
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gain over the DSTTD, C(8, 8, 8), and C(8, 8, 4), respectively. Note, however,

that the proposed scheme uses 4 transmit antenna elements more than the

DSTTD but 4 RF-chains fewer than the C(8, 8, 8). Compared to the BOSTC,

the proposed DT-SM is more advantageous in 2 aspects

1. providing an improvement of 1 bpcu in spectral efficiency;

2. reducing 4 required RF chains, yet at the cost of increased decoding

complexity as shown in Fig. 3.3 and slightly higher BER.

3.7.2. DT-SM performance under spatial correlation
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Srinath−STBC, 32−QAM, r=0.5
Srinath−STBC, 32−QAM, r=0
DT−SM, 16−QAM, r=0.5
DT−SM,16−QAM, r=0

Figure 3.7: BER performances of the DT-SM, SM-OSTBC C(4, 4, 4), DSTTD, and
Srinath-STBC schemes in an (nT = 4, nR = 4) exponentially correlated
MIMO channel at the spectral efficiency of 10 bpcu.

The correlation MIMO channel model is considered in Section 2.2.5, Chap-

ter 2. In Fig. 3.7, BER performances of the DT-SM, SM-OSTBC C(4, 4, 4),
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DSTTD and Srinath-STBC using MIMO configuration (4, 4, 4) are compared

at spectral efficiency of 10 bpcu. The correlation coefficient r is investigated

in two scenarios 0 and 0.5. We can see in Fig. 3.7 that when there is no cor-

relation, i.e., r = 0 and correlation, r = 0.5, the DT-SM scheme outperforms

other schemes. Among the 4 schemes, the C(4, 4, 4) scheme appears to be the

least robust to the correlation phenomenon. In order to achieve the spectral

efficiency of 10 bpcu, both the DSTTD and the Srinath-STBC schemes uti-

lize the 32-QAM modulation, and the SM-OSTBC uses 256-QAM one while

the DT-SM scheme only uses 16-QAM modulation. Because of high-order

modulation utilization, the DSTTD, Srinath-STBC và SM-OSTBC C(4, 4, 4)

performance is less than that of the DT-SM.
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DT−SM (5,5,4)
with 8−QAM

Figure 3.8: Theoretical and simulation results for the BERs of the DT-SM scheme
with 4-QAM and 8-QAM modulations in different exponentially corre-
lated MIMO channels when the SC codewords are non-weighted and
weighted (Υ = 8); correlation coefficient r = 0.6 for all scenarios.

By investigating the BER performances of the DT-SM scheme with the
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range values Υ ∈ [1, 14], we found that Υ = 8 is a value that allows the DT-

SM scheme to perform robustly in correlated channels. Note, however, that

this value is not necessarily the optimal one for all antenna configurations,

all modulation schemes and correlated values. Illustrated in Fig. 3.8 are the

theoretical and simulation results for the BERs of the DT-SM scheme with 4-

QAM and 8-QAM modulations in exponentially correlated MIMO channels

having correlation coefficient of r = 0.6. It can be observed from Fig. 3.8

that in all cases, as the SNR gets large enough, the BER performance of

the DT-SM is noticeably degraded if the proposed weighting approach is

not applied. Clearly, using the proposed approach is a simple, yet effective,

means of combating the effect of spatial correlation, regardless of antenna

configurations and modulation techniques.

The results from Fig. 3.6 and Fig 3.8 also show that the derived upper

bound becomes very tight as the SNR grows towards sufficiently large values

for all cases. Therefore, the upper bound can be adopted as a useful tool to

estimate the error performance of the DT-SM scheme in different correlated

and non-correlated scenarios.

3.8. Conclusion

A new MIMO-SM scheme, denoted DT-SM, having good performance and

high spectral efficiency, for MIMO systems equipped with the number of

transmit antennas greater than 4 is proposed by combining the conventional

Double Space Time Transmit Diversity with the Spatial Modulation. The

DT-SM scheme obtains the second order transmit diversity and its spec-

tral efficiency is 1
2

log2(16nC) + 2 log2M (bpcu). In addition, a modified
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low-complexity Schnorr-Euchner SD algorithm is proposed to reduce detec-

tion complexity at the DT-SM receiver. Furthermore, a BEP upper bound of

the DT-SM system under the correlated quasi-static Rayleigh MIMO chan-

nel is derived to verify the DT-SM performance. Simulation and theoreti-

cal results show that the DT-SM system outperforms the existing MIMO

and MIMO-SM ones such as Perfect Codes, SM-OSTBC, HR-SM, SM-DC,

DSTTD, STBC-SM and Srinath-STBC ones in almost simulation scenarios.

Besides, a generalize SC codeword design procedure combining with a weight

factor is proposed to ensure the DT-SM performance under spatial correla-

tion effecct. Therefore, the DT-SM scheme is suitable for MIMO transmission

systems that requires high spectral efficiency and operates in uncorrelated or

correlated channel. This study is published in the 4-th work.



Chapter 4

A NEW MIMO-SM SCHEME ACHIEVING HIGH ORDER
TRANSMIT DIVERSITY.

Based on a combination the SM technique and the Diagonal Space Time

Block Code, a Diagonal Space Time Block Coded Spatial Modulation scheme,

called DS-SM, is proposed. The DS-SM scheme still achieves the main bene-

fits of the SM scheme such as eliminating the ICI at the receiver and no IAS

requirement at the transmitter by activating one transmit antenna at a time

period. Based on the rank and determinant criteria, this model is designed

to attain full diversity. Furthermore, a general design procedure for the DS-

SM scheme equipped with an even number of transmit antennas larger than

four is given by cyclically shifting two rows of the SC codewords. In addi-

tion, simulation results show that the DS-SM surpasses several SM schemes

at the same spectral efficiency and antenna configuration with a reasonable

complexity. This study is published in the 3-th and 6-th work.

4.1. The DS-SM system model

Fig. 4.1 illustrates the block diagram of the proposed SM scheme with

nT transmit antennas and nR receive antennas. It is assumed that data bits

arrive at the transmitter in blocks each of which consists of (l + 4m) bits.

Each block is split into two parts l bits and 4m bits. The part, l bits, are

mapped into a nT × 4 SC matrix in the spatial constellation ΩS including

83
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Figure 4.1: Block diagram of the DS-SM scheme.

K SC matrices (l = log2K). The last part, 4m bits, are modulated by M -

QAM/PSK modulators, (M = 2m), to make a 4×1 modulated symbol vector

u = [ u1 u2 u3 u4 ]
T
. Differently with the DT-SM scheme, in order to in-

crease transmit diversity and ensure the main benefits of the SM technique,

the modulated symbol vector u is multiplied by a rotation matrix W for

maximizing the minimum product distance between any two points of the

signal constellation [6]. Particularly, at the DSTBC block, using the multidi-

mensional rotation matrix W [6], a rotated signal vector is created as given

ũ = W[< (u) ,= (u)]
T
, (4.1)

where < (.) and = (.) respectively denotes the real part and imagine part of

a complex number.
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The rotation matrix W [6] is presented as follows

W =

√
2

n



w11 w12 · · · w1n

w21 w22 · · · w2n

...
...

. . .
...

wn1 wn2 · · · wnn


, (4.2)

where wtk = cos
(
π
4n

(4t− 1) (2k − 1)
)
with 1 ≤ t, k ≤ n and n = 8.

After that, the elements of the rotated signal vector ũ are arranged to

obtain the following vector as given

x̃ = [ ũ1 + jũ5 ũ2 + jũ6 ũ3 + jũ7 ũ4 + jũ8 ]
T
. (4.3)

The 4×4 diagonal STBC matrix X is then obtained by arranging the vector x̃

as X = diag (x̃) where diag (x) is a way to create a diagonal matrix whose

diagonal components are the entries of the vector x. Finally, the nT × 4

transmitted codeword C is created simply by multiplying the SC matrix S

by the diagonal matrix X, i.e., C = SX. This resulted codeword C will be

transmitted from 4 transmit antennas within 4 symbol periods.

Under the assumption that the channel is quasi-static and flat Rayleigh

fading the nR × 4 received signal matrix Y is given by

Y =

√
γ

Es

HC + N =

√
γ

Es

HSX + N (4.4)

where γ is the average SNR at each receiver. Es is the average energy of the

M -QAM/PSK modulated symbols. H and N respectively denotes a nR×nT

channel matrix and a nR × 4 noise matrix. The entries of H và N are are

assumed to be i.i.d. random variables with zero mean and unit variance, i.e.,

CN (0, 1).
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4.2. SC codeword design

As seen in 4.1, a part of data bits are conveyed by SC codewords, so these

codewords should be carefully designed. First, a set of basic SC codewords

is designed and then a generalized SC codeword design procedure for MIMO

systems equipped with the even number of transmit antennas greater than 4

is presented in the later section.

4.2.1. Basic SC codewords for 4 transmit antennas

In the DS-SM system equipped with 4 transmit antennas, a spatial con-

stellation ΩS of 4 basic SC codewords is proposed as given

S1 =



1 0 0 0

0 1 0 0

0 0 1 0

0 0 0 1


; S2 =



0 ejθ 0 0

0 0 ejθ 0

0 0 0 ejθ

j 0 0 0


;

S3 = S2
2; S4 = S3

2.

(4.5)

Based on the rank and determinant criteria [61], the rotation angle θ is

optimized to attain the full diversity and maximum coding gain. Particularly,

the angle θ in the SC codewords is searched on computer in a range [0, π/2]

to find the optimal value of the angle, θo that maximizes the CDG, δmin (θ)

for a pair of DS-SM codewords C 6= C′ as follows

δmin = min
C 6=C′

det
[
(C−C′)

H
(C−C′)

]
, (4.6)

θo = arg max
θ∈[0,π/2]

δmin(θ). (4.7)

Finally, the angle and CDG results for different modulation techniques are

summarized in Table 4.1.



87

Table 4.1: Optimal values of θ and correspoding CDGs for basic SC codewords

Modulation BPSK 4QAM 8QAM 16QAM

θo(rad) 0.52 1.36 0.2 0.4

dmin 0.11 0.037 3.6 10−3 7 10−4

Then, the spectral efficiency of the DS-SM equipped with 4 transmit an-

tennas is given as

CDS−SM =
1

4

(
log24 + log2M

4
)

=
1

2
+ log2M (bpcu) . (4.8)

Compared with the existing MIMO-SM schemes such as the STBC-SM and

STBC-CSM ones whose spectral efficiencies are 1+log2M (bpcu) where these

schemes are equipped with 4 transmit antennas. Although the DS-SM scheme

is less 0.5 bit in spectral efficiency than the STBC-SM and STBC-CSM ones,

this scheme obtains higher order transmit diversity than those ones.

4.2.2. SC codeword design for even transmit antennas

Based on basic set of SC codewords for 4 antennas in the equation (4.5),

an extended set of SC codewords are constructed for the DS-SM equipped

with even number of transmit antennas. Before going into the SC codeword

design principle, a DS-SM with 6 transmit antennas is used for an illustrated

purpose. From the first SC codeword S1 in Section 4.2.1, we insert a 2 × 4

zero matrix 0 below the columns of the S1 matrix, three SC codewords are

generated by cyclically shifting two rows of the new matrix as given

S1
1 =


s1,1

s1,2

0

 ; S1
2 =


0

s1,1

s1,2

 ; S1
3 =


s1,2

0

s1,1

 . (4.9)

When the number of transmit antennas is even and greater than 4, i.e.,
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nT = 2n > 4, the number of SC matrices rise to 2nT . For example, a MIMO

system equipped with 6 or 8 transmit antennas respectively has 12 or 16 SC

codewords. As a result, the number of data bits conveyed by the SC matrices

are blog2 (2nT )c bits while the number of data bits carried by modulated

signals are 4m bits, (M = 2m). Therefore, the spectral efficiency of the DS-

SM is presented as given

CDS−SM =
4m+ blog2 (2nT )c

T
= m+

blog2 (2nT )c
4

(bpcu) . (4.10)

Compared with the DT-SM spectral efficiency in the equation (3.14), it can be

seen that the DS-SM spectral efficiency is low. However, the DS-SM scheme

obtain higher order transmit diversity than the DT-SM one.

In general, the SC codeword design in a systematic procedure for an even

number of transmit antennas, nT = 2n > 4, is summarized as follows

1. For given even nT transmit antennas, arbitrary M modulation level.

using Table 4.1 to choose the suitable value of θ and generate the basic

set of 4 SC codewords.

2. Adding a (nT − 4) × 4 zeros matrix 0 under the columns of the basic

SC codewords from the equation (4.3). Then, these matrices are cycled

in two rows to create 2nT new SC codewords.

3. Depending on the information bits to choose the suitable number of SC

codewords Sk,∀k = 1, 2, ..., blog2 (2nT )c.
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4.3. The DS-SM signal detection

4.3.1. Signal detection

For a given matrix Sk, k = 1, 2, ..., K, we are able to construct the nR× 4

equivalent matrix H̃k =
√

γ
Es

HSk. Therefore, the system equation in (4.4)

can be re-written as

Y = H̃kX + N. (4.11)

Based on the diagonal structure of X, the formula (4.11) can be re-expressed

as follows

y = He,kx̃ + n, (4.12)

where He,k = [ diag(h̃1) diag(h̃2) · · · diag(h̃nR) ]
T
. h̃k, k = 1, ..., nR, is

k-th row of H̃k. y = vec (YT ) , n = vec (NT ). vec (A) denotes vectorial

stacking operation of the matrix A.

Converting the formula (4.12) into the equivalent real system-equation and

using the formula (4.1) and (4.4), we obtain

v = Mks + w, (4.13)

where

Mk =

< (He,q) −= (He,q)

= (He,q) < (He,q)

W,

s = [< (u) ,= (u)]
T
,w = [< (n) ,= (n)]

T
,v = [< (y) ,= (y)]

T
.

The system equation in (4.13) is now similar to that of a conventional

spatial multiplexing scheme. Therefore, the Sphere Decoders (SD) in [7], [11],
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[13], [33], [35] can be used to detect s for a given Sk as follows

(̂s)k = arg min
s

‖tk −Rks‖2
, (4.14)

where tk = QH
k v and QkRk is the QR decomposition of Mk ,i.e., Mk =

QkRk. After that, the index k of the transmitted SC codeword is determined

[35] as given

k̂ = arg min
k

‖tk −Rk(̂s)k‖
2

+ vHv − tHk tk. (4.15)

Finally, information bits are recovered from a pair of the detected SC code-

word and the detected signal vector
(
Ŝk, ûk

)
at the receiver.

4.3.2. Complexity analysis

In this section, the detection complexity of the DS-SM receiver is anlyzed

and compared with several existing MIMO-SM schemes where all schemes

implement the SD algorithm. The flop regulations is presented in Section 2.2,

Chapter 2.

In the pre-processing state, the complexity of computing H̃k (4.11), QR

decomposition of Mk and an equivalent signal vector tk, k = 1, 2, ..., K, in

(4.14) is calculated as given

ρpre = 4
T

(32nTnR + 2040nR − 36)K

+ (143nR + 7)K.
(4.16)

Therefore, the DS-SM complexity is generalized as follows

ρ =
ρpre + ρs

4m+ blog2 (2nT )c
, (4.17)

where ρs is the number of average operations within SD searching stage. The

DS-SM complexity is detailed in Appendix F.
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Figure 4.2: Complexity comparison of the DS-SM, SM-DC, STBC-SM, and STBC-
CSM at the spectral efficiency 3 bpcu, SNR 9dB, 4 transmit and 1 receive
antenna, T = 80 symbol periods.
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Figure 4.3: Complexity comparison of the DS-SM, SM-DC, STBC-SM, and STBC-
CSM at the spectral efficiency 4 bpcu, SNR 9dB, 6 transmit and 1 receive
antenna, T = 80 symbol periods.
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Fig. 4.2 compares the detection complexity of the DS-SM with the existing

MIMO-SM schemes such as SM-DC [70], STBC-SM [5], and STBC-CSM [36]

in a MIMO configuration with 4 transmit and a receive antennas at spectral

efficiency 3 bpcu. It can see that the DS-SM complexity is lower than the

SM-DC one. However, the DS-SM scheme offers higher detection complexity

than the STBC-SM và STBC-CSM ones. In return for this disadvantage, the

DS-SM spectral efficiency is higher 0.5 bpcu than that of the STBC-SM and

STBC-CSM ones. In Fig. 4.3, when the number of transmit antennas increases

to 6, the DS-SM complexity gradually increases. Although the DS-SM system

has higher detection complexity than the STBC-CSM and STBC-SM ones,

the DS-SM performance is better than those ones by simulation results.

4.3.3. Theoretical BEP upper bound for the DS-SM system

Based on PEP P (Ci → Cq) , upper bound of the DS-SM scheme can be

derived [63] as given

Pb ≤
1

N

N∑
i=1

N∑
q=1

P (Ci → Cq)wi,q

log2N
, (4.18)

where N = KM 4 và wi,q is the number of bits in error between the matrices

Ci and Cq.

The conditional PEP of the DS-SM system is calculated as

P (Ci → Cq|H) = Q

(√
γ

2
d2 (Ci,Cq)

)
, (4.19)
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where Q (x) = (1/2π)
∞∫
x

e−y
2/2dy. From [3], the PEP is given as

P (Ci → Cq) =
1

π

π
2∫

0

(
1

1 +
γλi,q,1
4sin2φ

)nR(
1

1 +
γλi,q,2
4sin2φ

)nR

· · ·
(

1

1 +
γλi,q,4
4sin2φ

)nR

dφ,

(4.20)

where λi,q,1, λi,q,2, λi,q,3, λi,q,4 is the eigenvalues of the codeword distance

(Ci −Cq) (Ci −Cq)
H
.

4.4. Simulation results
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Figure 4.4: Simulation and theoretical results of the (4,4) DS-SM scheme using 4-
QAM and 8-QAM.

The performance of the proposed SM is evaluated and compared with sev-

eral existing MIMO-SM systems such as SM [42], SM-DC [70], STBC-SM [5],

và STBC-CSM [36] for different modulation techniques to achieve the same

spectral efficiency. The number of transmit antennas, receive antennas, and
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Figure 4.5: Performance comparison of the DS-SM with the SM, STC-SM, SM-DC,
and STBC-CSM when nR = 1 at spectral efficiency 3 bpcu.
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Figure 4.6: Performance comparison of the DS-SM with the SM, STC-SM, SM-DC,
and STBC-CSM when nR = 2 at spectral efficiency 3 bpcu.
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Figure 4.7: Performance comparison of the DS-SM, STBC-SM, and STBC-CSM when
using 6 transmit and 1 receive antennas at spectral efficiency 4 bpcu.

active antennas in each scheme is denoted as (nT , nR, nA). For fair compari-

son, it is assumed that all schemes employ the SD algorithm at the receiver.

Fig. 4.4 illustrates the theoretical and simulation results for the BER per-

formance of the DS-SM scheme in two spectral efficiencies such as 2.5 and 3.5

bpcu. It can be seen from Fig. 4.4 that both curves are coincident at the high

SNR region. This result comfirms the accuracy of the DS-SM performance.

Fig. 4.5 and 4.6 illustrate the DS-SM (4, nR, 1), SM (4, nR, 1), STBC-SM

(4, nR, 2), and STBC-CSM (4, nR, 2) with the receive antennas nR = 1 or

nR = 2 at spectral efficiency 3 bpcu. It can be seen from two figures that

the DS-SM scheme outperforms the existing ones at sufficiently high SNR

region. Particularly, in Fig. 4.5 at BER = 10−3, the DS-SM scheme achieves

SNR gains about 1.1 dB, 2.7 dB, 4.7 dB, and 11.5 dB over the STBC-SM,

STBC-CSM, SM-DC, and SM ones, respectively. In addition, when increas-
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ing the number of receive antennas to 2, in Fig. 4.6 at BER = 10−3, the

DS-SM scheme obtains about 0.7 dB, 1.1 dB, and 3.8 dB SNR gains over the

SM-DC, STBC-CSM, and SM ones. Although the DS-SM scheme has lower

performance than the STBC-SM one at low SNR region, especially its value

about 0.9 dB at BER = 10−3, this scheme achieves higher spectral efficiency

about 0.5 bpcu than the STBC-SM one and uses less than one RF chain.

That means the DS-SM consumes less energy than the STBC-SM one.

0 5 10 15 20
10

−7

10
−6

10
−5

10
−4

10
−3

10
−2

10
−1

10
0

SNR (dB)

B
E

R

 

 
STBC−CSM(6,2,2),4QPSK−4bpcu
STBC−SM(6,2,2),4QAM−3.5bpcu
DS−SM(6,2,1),8QAM−3.75bpcu

Figure 4.8: Performance comparison of the DS-SM, STBC-SM, and STBC-CSM when
using 6 transmit and 2 receive antennas at spectral efficiency 4 bpcu.

Similarly, Fig. 4.7 and Fig. 4.8 compare the performance of the DS-SM

(6, nR, 1) with STBC-SM (6, nR, 2), and STBC-CSM (6, nR, 2) with the re-

ceive antennas nR = 1 and nR = 2. From two figures, we can see that the

DS-SM scheme outperforms the STBC-SM and STBC-CSM ones. In Fig. 4.7

at BER = 10−3, the DS-SM scheme achieves about 2.8 dB and 5.5 dB SNR
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Figure 4.9: Performance comparison of the DS-SM, SM, SM-DC, STBC-SM, and
STBC-CSM (4,1) at spectral efficiency 3 bpcu, the correlation coefficient
r = 0,5.

gains over the STBC-SM and STBC-CSM ones, respectively. Meanwhile, in

Fig. 4.8, this SNR gain gap is smaller. Particularly, at BER = 10−3, the DS-

SM scheme obtains 0.2 dB and 2 dB SNR gains over the STBC-SM and

STBC-CSM ones, respectively. It can be explained that when increasing the

number of receive antennas, the DS-SM diveristy order is lower than that

of those schemes.

The correlation channel model is utilized as in Section 2.2.5, Chapter 2.

The DS-SM, SM, SM-DC, STBC-SM, and STBC-CSM schemes are equipped

with 4 transmit and 1 receive antennas at the spectral efficiency 3 bpcu.

These schemes’ performances are investigated with an intermediate correla-

tion coefficient among transmit antennas or receive antennas, r = 0.5. Fig.

4.9 shows that the DS-SM scheme robustly performs under spatial correla-
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tion effect. Particularly, at BER = 10−3, the DS-SM scheme obtains about

2.5 dB, 3 dB, 3.7 dB, and 12 dB SNR gains over the STBC-SM, SM-DC, and

SM ones.

4.5. Conclusion

In this chapter, a new MIMO-SM system, called DS-SM, is proposed to

keep the main advantages of the SM technique because this scheme only

activates one of nT transmit antennas at each symbol period. Based on the

rank and determinant criteria of the STBCs, the DS-SM scheme obtains fouth

order transmit diversity. Furthermore, a generalized SC codeword design pro-

cedure for the DS-SM system, equipped with the even number of transmit

antennas greater than 4, is proposed. Simulation results show that the DS-SM

scheme outperforms the existing MIMO-SM ones at high SNR region with a

reasonable detection complexity and robustly operates under the correlation

effect. besides, the DS-SM performance is verified by the BEP upper bound

of the DS-SM scheme. As a result, the DS-SM scheme is suitable for MIMO

systems having high communication reliability requirements.



CONCLUSION AND FUTURE WORKS

In this dissertation on MIMO-SM schemes, the Ph.D student has studied

the basic knowledge of the SM technique, the STCs, as well as research works

related to the SM techniques. From these works, the thesis proposed three low

complexity detection algorithms and a new BEP upper bound for the HRSM

system. In addition, two MIMO-SM schemes also were proposed to focus

on improving the MIMO-SM spectral efficiency or increasing the transmit

diversity order of the MIMO-SM one. Furthermore, the thesis contributions

and future works are briefly presented as below.

A. The thesis contributions

1. Based on several sub-optimal detection algorithms for SDM systems,

three modified detection algorithms such as the modified MMSE-VBLAST,

the modified MMSE-SQRD, and the improved SQRD ones offering low

complexity is proposed for the HRSM system. These detectors have po-

tential applications for HRSM systems when deploying these systems in

practise. Besides, a tighter BEP upper bound is derived to accurately es-

timate this system performance usingM -QAM modulation at high SNR

region;

2. A new MIMO-SM scheme, called Spatially Modulated Space Time Block

Coding (DT-SM), for MIMO systems equipped with the number of trans-

mit antennas greater than 4 is proposed by combining the SM technique

99
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with the convetional Double Space Time Transmit Diversity (DSTTD).

This system offers higher spatial spectral efficiency than several MIMO-

SM ones. Simulation and theoretical results show that the DT-SM scheme

outperforms the existing MIMO and MIMO-SM ones. In the DT-SM re-

ceiver, a modified SE-SD algorithm is proposed for the DT-SM system

to reduce detection complexity. In addition, the DT-SM scheme has been

demonstrated to robustly perform under correlated MIMO channel. As a

result, the DT-SM scheme has potential applications for MIMO systems

requiring high spectral efficiency and is suitable for utilization in spatial

conditions that are not large enough to deploy transceiver antennas;

3. Proposing a Diagonal Space Time Coded Spatial Modulation for MIMO

systems equipped with the even number of transmit antennas, called

DS-SM, by embedding the Diagonal Sapce Time Code in the SM. The

DS-SM scheme obtains fourth order transmit diversity. Simulation re-

sults and complexity analysis show that the DS-SM scheme surpasses

several MIMO-SM ones with a reasonable detection complexity. As a

result, this scheme is suitable for MIMO systems that require high com-

munication quality.

B. Future works

The dissertation has studied the basic knowledge and also proposed new

MIMO-SM schemes. However, according to my opinion, there are still some is-

sues that should be further researched and implemented in the future as given

• Extending the reasearch of other low complexity detectors such as lattice

reduction algorithm, soft detectors as well as PIC ones for the HRSM scheme;
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• Evaluating the HRSM performance under correlated MIMO channel and

imperfect CSI at the receiver as well as deriving a tighter BEP upper

bound for the HRSM scheme at low SNR region;

• Studying optimal estimation algorithms for MIMO-SM schemess;

• Studing the SM applications in massive MIMO systems as well as inves-

tigating the index modulation technique.
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APPENDICES

Appendix A

Deriving the equation (2.9)

In a SDM system, if using a MMSE detector, we will have

c̃ = GMMSEy. (A.1)

Then, quantizing this vector c̃, we recovered the transmitted signal vector ĉ.

Based on the orthogonal principle, we can see that the error vector (c̃− c)

is orthogonal with the received vector y, i.e.,

E
{

(c̃− c) yH
}

= E
{

(GMMSEy − c) yH
}

= 0. (A.2)

Changing the menber of the equation, we have

GMMSEE
{
yyH

}
= E

{
cyH

}
. (A.3)

Putting H̃ =
√

γ
nTEs

H and then subtituting each component of the equation

(A.3), we obtain

E {yyH} = E

{(
H̃c + n

)(
H̃c + n

)H}
= H̃E {ccH} H̃H + E {nnH}

= EsH̃H̃H + I

. (A.4)

Similarly

E
{
cyH

}
= E

{
c
(
H̃c + n

)H}
= E

{
ccH

}
H̃H = EsH̃

H . (A.5)

where because the HRSM scheme is considered as a SDM system, the entries

of the HRSM transmitted vector c are assumed to be independent. Therefore,
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E {ccH} = EsI.

From (A.4) and (A.5), we have

GMMSE

(
EsH̃H̃H + I

)
= EsH̃

H . (A.6)

Finally

GMMSE = EsH̃
H
(
EsH̃H̃H + I

)−1

= H̃H
(
H̃H̃H + 1

Es
I
)−1

. (A.7)

Appendix B

The ML, MSQRD, MBLAST, and ISQRD complexities

Complexity regulations

• Each real arithmetic calculation, i.e., real addition, multiplication, divi-

sion, or square root, is considered a floating point operation (flop).

• A complex multiplication requires 4 real multiplications and 2 additions,

i.e., 6 flops. A complex summation requires 2 flops.

• Denoting x ∈ C is a complex scalar, the vectors a ∈ Cn,b ∈ Cn,

and c ∈ Cm have dimension n, n, and m, respectively. The matrices

A ∈ Cm×n,B ∈ Cn×l have dimension m× n and n× l, respectively.

• Scalar-vector multiplication xa requires 4n real multiplications and 2n

additions, or 6n flops.

• Scalar-matrix multiplication xA requires 4nm real multiplications and

2nm additions, or 6nm flops.

• Inner product aHb requires 4n real multiplications and 4n−2 additions,

or 8n− 2 flops.



104

• Matrix-vector product Ab requires 4mn real multiplications and 4mn−

2m additions, or 8mn− 2m flops.

• Matrix-matrix product AB requires 4mnl real multiplications and 4mnl−

2ml additions, or 8mnl − 2ml flops.

• For a real matrix M ∈ Rm×n its QR decomposition based on the Modi

ed Gram-Schmidt algorithm [50] requires 2mn2 +mn− n2+n
2

flops.

The ML complexity

• Step 2: Computing the equivalent channel h̃k = Hsk, k = 1, ..., K, with

H ∈ CnR×nT , sk ∈ CnT×1 requires 4nTnR−2nR real additions and 4nRnT

multiplications.

• Step 3: Computing dk(x) =
∥∥∥h̃k∥∥∥2

F
|x|2−2

√
<
{
yHh̃kx

}
requires 8nRM+

2M real additions and (8nR + 4)M multiplications.

– Computing
∥∥∥h̃k∥∥∥2

F
|x|2 requires 4nRM real additions and (4nR+2)M

multiplications.

– Computing 2<
{
yHh̃kx

}
requires (4nR + 2)M real additions and

(4nR + 2)M multiplications.

Then, the ML complexity is presented as follows

ρML = MK (16nR + 6) + (8nRnT − 2nR)K (flop) .

The MBLAST complexity

• Step 2: Computing GMMSE [22] requires 15
4
n4
T + 2n3

TnR + n2
Tn

2
R flops.

• Step 4: Computing c̃k = gMMSE,ky requires (8nR − 2) flops.
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• Step 5: Quantizing requires 0 flop.

• Step 6: Eliminating the effect of ĉ1 in y requires 4nR + 2nR + 2nR =

8nR flops.

• Step 7: Repeating from step 2 to step 7 requires nT (16nR − 2) flops.

The MBLAST complexity is presented as given

ρMBLAST = 15n4
T + 2n3

TnR + n2
Tn

2
R + nT (16nR − 2) (flop) .

The MSQRD complexity

• Bước 2: Decomposing QR decomposition of the extended channel matrix

requires 8n3
T + (8nR − 15)n2

T − (18nR + 1)nT flops.

• Bước 3: Computing v = QHy requires 8 (nR + nT )nT − 2nT flops.

• Step 4:

– Quantizating ĉnT = Q
(

vnT
rnT ,nT

)
requires 2 flops.

– Computes vk = vk−
nT∑

n=k+1

rk,nĉn requires 8 (nT − 1)−8k flops. Quan-

tizing ĉk = Q
(

vk
rk,k

)
requires 2 flops. This process is repeated untill

ĉ is recovered. It requires
nT−1∑
k=1

8 (nT − 1)− 8k + 2 = 4n2
T − 10nT +

6 flops.

Then, the MSQRD complexity is presented as given

ρMSQRD = 8n3
T + n2

T (8nR − 3)− nT (10nR + 13) + 8 (flop) .

The ISQRD complexity

• Step 2: Decomposing QR decomposition of the extended channel matrix

requires 8(nT − 1)
3
+(8nR − 11) (nT − 1)

2−(14nR + 2) (nT − 1) flops.
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• Step 3:

– With each x ∈ Ωx, Computing v = QH (y − h1x) requires 8(nT − 1)
2
+

(8nR − 2) (nT − 1) + 8nR flops.

– Quantizing ˆ̄cnT−1 = Q
(

vnT−1

rnT−1,nT−1

)
requires 2 flops.

– computing vk = vk −
nT−1∑
n=k+1

rk,nĉn requires 8 (nT − 2) − 8k flops.

Quantizing ˆ̄ck = Q
(

vk
rk,k

)
requires 2 flops. This process is repeated

untill ˆ̄c is recovered. It requires 4(nT − 1)
2 − 10 (nT − 1) + 6 flops.

– Computing dx =
∥∥t− H̄ˆ̄cp

∥∥2
requires 8nR (nT − 1)+2nR−1 flops.

This process calculates for entire signal constellation, then the complexity

requires M
(

12(nT − 1)
2

+ (16nR − 12) (nT − 1) + 10nR + 7
)
flop.

• Step: Recovering x̂ = arg min
x
dx requires 0 flop.

• Step 5: ŝ = 1
x̂

[
x̂ ˆ̄cp

]T
require 6 (nT − 1) + 5 flops.

Then, the ISQRD complexity is presented as given

ρISQRD = 8(nT − 1)
3

+ (8nR − 11 + 12M) (nT − 1)
2

+ (M (16nR − 12)− 14nR + 4) (nT − 1) +M (10nR + 7) + 5.
(flop) .

Appendix C

An example illustrates the overlap of the PEP calculation area

in the union bound with QPSK constellation

The union bound presented in the equation (2.29) is calculated by summing

all PEPs. However, in fact, some PEPs are counted several times, therefore,

the union bound is not close to the simulation curve. It is demonstrated by

an example where a wireless system using QPSK modulation presented in
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Figure C.1: A Voronoi diagram of the QPSK.

Fig. C.1 is considered. In this figure, the complex plane is split into 4 areas

E1, E2, E3, and E4 respectively corresponding to 4 Voronoi areas of x1, x2,

x3, and x4.

Assuming that x1 is the transmitted symbol and the receiver could wrongly

decide 1 of 3 three remaining symbols x2, x3, and x4. The receiver exactly

decides x1 if the received signal is belong to the area E1 and makes wrong

decision if this signal is out of this area. At that time, the union bound is

calculated as given

Pe ≤
4∑
i=2

P (x1 → xi). (C.1)

Fig. C.2 decribes PEPs P (x1 → x2), P (x1 → x3), and P (x1 → x4) where

the gray area is wrong decision area. Fig. C.3 shows that the union bound



108

I

Q

1x

2x3x

4x

0001

11 10

E3 E4

E1
E2

I

Q

1x

2x3x

4x

0001

11 10

E3 E4

E1
E2

I

Q

1x

2x3x

4x

0001

11 10

E3 E4

E1
E2

Figure C.2: PEP calculation areas in QPSK constellation.

calculates the E3 area three times, a part of the E2 area and E4 area. There-

fore, two PEPs P (x1 → x2) and P (x1 → x4) cover whole Voronoi diagram

of QPSK constellation. As a result, a tighter new bound is presented as given

Pe ≤ P (x1 → x2) + P (x1 → x4) . (C.2)

it can be seen that because of the PEP calculation overlap, a PEP P (x1 → x3)

is eliminated. However, the E3 area is still calculated two times, so we can find

a tigher bound. When signal constellation is larger, the problem eliminating

redundant PEPs becomes difficult. Therefore, Verdu et. al [65] demonstrated

a tighter new bound that suitably removes redundant PEPs. Verdu theorem
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Figure C.3: The overlap of PEP calculation areas in the union bound.

is presented by Blahut et. al in [8]. Applying Verdu theorem in the HRSM

union bound problem, a theorem is derived to eliminate redundant PEPs in

this bound.

Appendix D

Constructions of CDGs of the DT-SM scheme with basic SC

codewords

Let us consider two different DT-SM codewords C 6= Ĉ, where

C = SX, (D.1)

Ĉ = ŜX̂. (D.2)
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The codeword distance matrix is defined as given

G = (C− Ĉ)H(C− Ĉ) = (SX− ŜX̂)H(SX− ŜX̂). (D.3)

In order for C 6= Ĉ, we consider the two following cases

• S = Ŝ, X 6= X̂;

• S 6= Ŝ, ∀X, X̂.

Case 1: S = Ŝ, X 6= X̂

We can re-write D.3 as given

G = (X− X̂)HSHS(X− X̂). (D.4)

It is straightforward to verify that for each of Si, i = 1, 2, 3, 4 in (3.3), we

have SH
i Si = I4, where I4 is a 4 × 4 identity matrix. Therefore, equation

(D.4) becomes

G = (X− X̂)H(X− X̂)

=



x1 − x̂1 −x∗2 + x̂∗2

x2 − x̂2 x∗1 − x̂∗1
x3 − x̂3 −x∗4 + x̂∗4

x4 − x̂4 x∗3 − x̂∗3



H 

x1 − x̂1 −x∗2 + x̂∗2

x2 − x̂2 x∗1 − x̂∗1
x3 − x̂3 −x∗4 + x̂∗4

x4 − x̂4 x∗3 − x̂∗3



=


4∑
i=1

|xi − x̂i|2 0

0
4∑
i=1

|x∗i − x̂∗i |
2

 . (D.5)

It follows that

f(θ) = det(G) =

(
4∑
i=1

|xi − x̂i|2
)2

∀θ. (D.6)



111

Without loss of generality we assume that X 6= X̂ amouts to x1 6= x̂1. Thus,

for QAM modulations, we obtain

f(θ) ≥
(
|x1 − x̂1|2

)2

≥ 16 ∀θ. (D.7)

Case 2: S 6= Ŝ for ∀X, X̂

• When S = S1 and Ŝ = S2

The SC codewords C and Ĉ is respectively calculated as given

C = S1.X =



1 0 0 0

0 1 0 0

0 0 ejθ 0

0 0 0 e−jθ





x1 −x∗2
x2 x∗1

x3 −x∗4
x4 x∗3


,

Ĉ = S2.X̂ =



0 0 ejθ 0

0 0 0 e−jθ

1 0 0 0

0 1 0 0





x̂1 −x̂∗2
x̂2 x̂∗1

x̂3 −x̂∗4
x̂4 x̂∗3


.
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The codeword distance matrix is now given by

G = (C− Ĉ)H(C− Ĉ)

=



x1 − ejθx̂3 −x∗2 + ejθx̂∗4

x2 − e−jθx̂4 x∗1 − e−jθx̂∗3
ejθx3 − x̂1 −ejθx∗4 + x̂∗2

e−jθx4 − x̂2 e−jθx∗3 − x̂∗1



H

×



x1 − ejθx̂3 −x∗2 + ejθx̂∗4

x2 − e−jθx̂4 x∗1 − e−jθx̂∗3
ejθx3 − x̂1 −ejθx∗4 + x̂∗2

e−jθx4 − x̂2 e−jθx∗3 − x̂∗1


. (D.8)

After some mathematical manipulations, we obtain the CDG as follows

fS1S2
(θ) = det(G) =

(∣∣ejθx3 − x̂1

∣∣2 +
∣∣x2 − e−jθx̂4

∣∣2
+
∣∣x1 − ejθx̂3

∣∣2 +
∣∣e−jθx4 − x̂2

∣∣2)2

. (D.9)

Sinilarly, we are able to compute the remaining cases as below.

• When S = S1 and Ŝ = S3

fS1S3
(θ) =

(∣∣x1 − ej2θx̂3

∣∣2 +
∣∣x2 − e−jθx̂2

∣∣2
+ |x3 − x̂1|2 +

∣∣x4 − e−jθx̂4

∣∣2)
×
(∣∣−x∗2 + ej2θx̂∗4

∣∣2 +
∣∣x∗1 − e−jθx̂∗1∣∣2

+ |−x∗4 + x̂∗2|
2

+
∣∣x∗3 − e−jθx̂∗3∣∣2)

−
∣∣(x3 − e−jθx1

) (
x̂2 − e−jθx̂4

)
+
(
x4 − ejθx2

) (
x̂1 − ejθx̂3

)∣∣2 . (D.10)



113

• When S = S1 and Ŝ = S4

fS1S4
(θ) =

(∣∣x1 − ejθx̂1

∣∣2 +
∣∣x2 − e−j2θx̂4

∣∣2
+
∣∣x3 − ejθx̂3

∣∣2 + |x4 − x̂2|2
)

×
(∣∣−x∗2 + ejθx̂∗2

∣∣2 +
∣∣x∗1 − e−j2θx̂∗3∣∣2

+
∣∣−x∗4 + ejθx̂∗4

∣∣2 + |x∗3 − x̂∗1|
2
)

−
∣∣(x3 − e−jθx1

) (
x̂2 − e−jθx̂4

)
+
(
x4 − ejθx2

) (
x̂1 − ejθx̂3

)∣∣2 . (D.11)

• When S = S2 and Ŝ = S3

fS2S3
(θ) =

(∣∣x1 − ejθx̂1

∣∣2 +
∣∣x2 − e−j2θx̂4

∣∣2
+
∣∣x3 − ejθx̂3

∣∣2 + |x4 − x̂2|2
)

×
(∣∣−x∗2 + ejθx̂∗2

∣∣2 +
∣∣x∗1 − e−j2θx̂∗3∣∣2

+
∣∣−x∗4 + ejθx̂∗4

∣∣2 + |x∗3 − x̂∗1|
2
)

−
∣∣(x3 − e−jθx1

) (
x̂2 − e−jθx̂4

)
+
(
x4 − ejθx2

) (
x̂1 − ejθx̂3

)∣∣2 . (D.12)

• When S = S2 and Ŝ = S4

fS2S4
(θ) =

(∣∣x1 − ej2θx̂3

∣∣2 +
∣∣x2 − e−jθx̂2

∣∣2
+ |x3 − x̂1|2 +

∣∣x4 − e−jθx̂4

∣∣2)
×
(∣∣−x∗2 + ej2θx̂∗4

∣∣2 +
∣∣x∗1 − e−jθx̂∗1∣∣2

+ |−x∗4 + x̂∗2|
2

+
∣∣x∗3 − e−jθx̂∗3∣∣2)

−
∣∣(x3 − e−jθx1

) (
x̂2 − e−jθx̂4

)
+
(
x4 − ejθx2

) (
x̂1 − ejθx̂3

)∣∣2 . (D.13)
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• When S = S3 and Ŝ = S4

fS3S4
(θ) =

(∣∣ejθx3 − x̂1

∣∣2 +
∣∣x2 − e−jθx̂4

∣∣2
+
∣∣x1 − ejθx̂3

∣∣2 +
∣∣e−jθx4 − x̂2

∣∣2)2

. (D.14)

From equations (D.9)-(D.14), we can see that fS1S2
(θ) = fS3S4

(θ) and

fS1S3
(θ) = fS1S4

(θ) = fS2S3
(θ) = fS2S4

(θ). Therefore, we actually have

to evaluate the two following cases

fI(θ) = fS1S2
(θ) ,

fII(θ) = fS1S3
(θ) . (D.15)

Furthermore, since we have ở trên δmin,1(θ) < 16 and δmin,2(θ) < 16 for all

θ. It follows that θo is determined based on equations 3.6-3.9.

Appendix E

The DT-SM complexity

Preprocessing stage

In this stage, the proposed decoder needs to

• Calculating the equivalent channel matrix H̃k = HSk, k = 1, ..., K, with

H ∈ CnR×nT ,Sk ∈ CnT×4 requires 32nRnT − 8nR flops.

• Calculating the QR Decomposition the channel matrix Mk ∈ R4nR×8

[50] requires 2mn2 −mn − n2+n
2

= 2 × 4nR × 82 + 4nR × 8 − 82+8
2

=

544nR − 36 flops.

• Calculating t = QHv with Q ∈ R4nR×8, v ∈ R4nR×1 requires 2 × 8 ×

4nR− 8 = 64nR− 8 flops. |t|2 and |v|2 accumulates in the Step 3 of the

proposed SD algorithm.



115

Under the assumption that the channel matrix remains unchanged within

a code block of T symbol periods, the preprocessing stage needs to be carried

out every T symbol periods, or equivalently, every block of T
2
DT-SM code-

words. Therefore, the total complexity of the preprocessing stage for a block

of T
2
codewords is equal to

ρT,Pre = (32nRnT − 8nR + 544nR − 36)K +
T

2
(64nR − 8)K,

Thus, the average complexity per DT-SM codeword in this stage is given by

ρPre =
ρT,Pre

T
2

=
2

T
(32nRnT + 536nR − 36)K + (64nR − 8)K,

Searching stage

• In the searching stage, the average complexity ρs per DT-SM codeword is

obtained by counting the number of flops required to obtain the recovered

signals (i.e., the flops required to carry out Step 3 to Step 11 of the

proposed sphere decoder) and averaged over a sufficiently large number

of DT-SM code matrices.

The number of information bits conveyed by a DT-SM codeword is denoted

as η = l + 4m bits. Detection complexity of the proposed SD, in terms of

flops per bit, is given by

ρ =
ρPre + ρs

η
(flop/bit) .

Appendix F

The DS-SM complexity

Preprocessing stage

In this stage, the SD decoder needs to
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• Calculating the equivalent channel matrix H̃k = HSk, k = 1, ..., K, with

H ∈ CnR×nT ,Sk ∈ CnT×4 reequires 32nRnT − 8nR flops.

• Calculating the extended channel matrix Mk = FW with

F =

 < (Heq) −= (Heq)

= (Heq) < (Heq)

, F ∈ R8nR×8,W ∈ R8×8 requires 15× 8×

nR × 8 = 960nR flops.

• Calculating the QR Decomposition the channel matrix Mk ∈ R8nR×8 [50]

requires 2mn2+mn− n2+n
2

= 2×8nR×82+8nR×8− 82+8
2

= 1088nR−36

flops.

• Computing t = QHv with Q ∈ R8nR×8, v ∈ R8nR×1 requires 2 × 8 ×

8nR − 8 = 128nR − 8 flops.

• Calculating |t|2 requires 15 flop and |v|2 requires 15nR flops.

Under the assumption that the channel matrix remains unchanged within

a code block of T symbol periods. This is equivalent to every block of T
4
DS-

SM codewords. Therefore, the total complexity of the preprocessing stage for

a block of T
4
DS-SM codewords is equal to

ρT,Pre = (32nRnT − 8nR + 2048nR − 36)K +
T

4
(143nR + 7)K,

Thus, the average complexity per DS-SM codeword in this stage is given by

ρPre =
ρT,Pre

T
4

=
4

T
(32nRnT + 2040nR − 36)K + (143nR + 7)K,

Searching stage

• In the searching stage, the average complexity ρs per DS-SM codeword is

obtained by counting the number of flops required to obtain the recovered
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signals in the steps of the SD algorithm and averaged over a sufficiently

large number of DS-SM code matrices.

The number of information bits conveyed by a DT-SM codeword is denoted

as η = l + 4m bits, Detection complexity of the SD algorithm, in terms of

flops per bit, is given by

ρ =
ρPre + ρs

η
(flop/bit) .
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